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● Qwen2-VL: Enhancing Vision-Language Model’s Perception of the World at Any 
Resolution 

● GLIDE: Towards Photorealistic Image Generation and Editing with Text-Guided 
Diffusion Models

● Chameleon: Mixed-Modal Early-Fusion Foundation Models
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● Qwen2-VL: Enhancing Vision-Language Model’s Perception of the World at Any 
Resolution  

● Normally, MLLMs take images at fixed resolution, how to train the model to 
take images at different resolutions?
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Discussions
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Catalogue

● Recap on Qwen-VL

● Motivation

● A brief on Qwen2-VL 

● Methodology

● Training

● Experiments

● Ablation study



About Qwen-VL
● A Versatile Vision-Language Model for Understanding, Localization, Text 

Reading, and Beyond

● Based on Qwen 7B LM

● 1.9B ViT + 0.08B VL Adapter
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Motivation for Qwen2-VL

● Current LVLMs are constrained by fixed image input size

● Detailed info lost in high resolution image + information sensitive to scale

● The inadequate information extracted by encoders (CLIP etc.)

● The low performance to include video understanding in LVLMs
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What Qwen2-VL proposes
SOTA understanding Long video (20 min +) Multilingual

Capable for 

Device operation
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How are they able to do this?
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Vit encode images of different scales
● Replace absolute pos embed with 2D-RoPE for 2D info extraction

● Reduction of toke numbers: compress adjacent 2x2 tokens with MLP

● ViT of patch 14 
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Multimodal Rotary Position Embedding for LLM
● Replace 1D-RoPE in LLM to M-RoPE (Time, Height and Width)

● Mixed training with image and video data (2fps + adjust resolution + 3D conv)
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Training
● 1st Stage: Train ViT (DFN) with image-text pairs for semantic info extraction

● 2nd Stage: Finetune all parameters to train Qwen2 with 600B data

● Image text relationship, OCR, Image classification etc.

● 3rd Stage: Only finetune LLM on 800B data
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Data format
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Experiments

● Function calling

● UI operations

● Robotic Control

● Card games

● Vision-Language 
Navigation
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Ablation study
● Dynamic Resolution vs Fixed resolution of different image size

● No more one size fits all !!!
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Ablation study
● M-RoPE
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Ablation study
● Scaling Law of Parameters and Num of Training Tokens 
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DALL-E

GLIDE 
(Classifier-

free 
guidance)

GLIDE 
(CLIP 

guidance)



Guidance
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Generation
Model

Class to Image
Model

Cat



Guidance
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Class to Image
Model

Cat

Text to Image
Model

A cat in the snow
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High Generation Quality (Target)

● Diversity 

● Fidelity (Photorealistic)

● Style and lighting

● Shadows and reflections

● Caption similarity
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Target & Metrics
Metrics

● FID

● Fréchet Inception Distance

● IS (Inception Score)

● Precision 

● Recall 
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Road Map (OpenAI)
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Classifier Guidance
Core Contribution:

● Require a separate classifier model to be trained

● Gradients from the classifier are used to guide the sample towards the label

• The gradient of the log probability of a target class predicted by the classifier

● Increasing guidance scale improves sample quality at the cost of diversity
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Road Map (OpenAI)
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CLIP: Connecting text and images
● Build contrastive learning on 400M text-image pairs

● Unify text and image semantic spaces using cross entropy loss

Image from CLIP@OpenAI
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CLIP Guidance
● Replace the classifier with a CLIP model in classifier guidance

● Train a new CLIP on noised images to obtain the correct gradient

Image from CLIP@OpenAI
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Road Map (OpenAI)
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DALL-E

GLIDE 
(Classifier-

free 
guidance)

GLIDE 
(CLIP 

guidance)



Classifier-free guidance is better than CLIP guidance

for T2I generation
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Take Home Message
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Classifier-free Guidance (Label)
● Label y in a class-conditional diffusion model is replaced with a null label ∅ with a 

fixed probability during training

● During sampling, the output of the model is extrapolated between the

� class-conditional diffusion model

� unconditional diffusion model
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Classifier-free Guidance (Text)
● Replace text captions with an empty sequence (which we also refer to as ∅) 

during training

� It simplifies guidance when conditioning on information that is difficult to 
predict with a classifier (such as text)

� Allows a single model to leverage its own knowledge during guidance, rather 
than relying on the knowledge of a separate (and sometimes smaller) 
classification model
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Model
Cascaded Diffusion Model

● 3.5B text-conditional diffusion model 
at 64 × 64 resolution

● 1.5B text-conditional upsampling 
diffusion model to increase the 
resolution to 256 × 256

(Idea from Google CDM)

Image from Imagen@Google
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Training
Training (guided diffusion)

● Replace the class embedding with text token embedding

Fine-tuning (classifier-free guidance)

● 20% of text token sequences are replaced with the empty sequence

CLIP guidance

● Train a new CLIP on noised images to obtain the correct gradient
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Results



High Generation Quality (Target)

● Diversity 

● Fidelity (Photorealistic)

● Style and lighting

● Shadows and reflections

● Caption similarity
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Target & Metrics
Metrics

● FID

● Fréchet Inception Distance

● IS (Inception Score)

● Precision 

● Recall 
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Target & Metrics
Metrics

● FID

● Fréchet Inception Distance

● IS (Inception Score)

● Precision 

● Recall 

Both diversity and fidelity

Fidelity

Diversity 

Fidelity
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DALL· E - 2



● Question 1

� Is it possible to avoid retraining a CLIP model when using CLIP guidance?

● Question 2

� What are the advantages and disadvantages of autoregressive generation and 
diffusion generation?
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Discussions
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● GPT-4o uses naive autoregressive model to tackle multi modalities

○  How to train it？
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Discussions

● The first sentence in GPT-4o system card：



Outlines
● Background

● Motivation

● Method 

● Results

● Summary
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Background
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Understanding Only with AR
- Be built Efficiently

Generation Only with Diffusion
- Less information loss

Question 1: Can we use the same architecture for image understanding and generation?



Background
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Understanding Only with AR
- Scaling law

Generation Only with AR
- Scaling Law
- Widely deployment techniques in LLM

Question 2: Can image understanding and generation be executed in one model?



Motivation
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Understanding Only with AR

Generation Only with AR

+

Unified Model (Understanding & Generation)
- Powerful scaling law

- Benefit from multi-modal & multi-task 
pre-training

- Widely deployment techniques in LLM
- Transformer is all you need
- Next-token prediction is all you need



Key feature:

- Early fusion of T & I

- Any mixing of T & I

- Same training loss with LLM

Focus on 

- Tokenization

- Training data & Pipeline

- Optimization stability
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Method
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Tokenization

Image tokenization
- Make-a-scene
- 512 x 512 images to 1024 discrete token
- codebook size as 8,192 tokens

tokenization

Text tokenization
- Byte-Pair Encoding (BPE) 
- 57,344 tokens
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Training Data & Pipeline

Two-stage Training

Large-scale training 
(80% time)

High-quality training 
(20% time)

Text-only dataset：2.9 T tokens

Text-tp-Image dataset：1.4M pairs 
and 1.5 T tokens

Text/Image Interleaved 
dataset：0.4 T tokens

0.6T high-quality tokens with  a 
similar proportion like stage 1
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Overall Optimization

Different training settings with pure LLMs:
- More training tokens
- Stronger regularization

Question: Why need so strong regularization?
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Optimization stability

Observation：It was challenging to maintain stable training when scaling the Chameleon models 
above 8B parameters and 1T tokens

Solution:  leveraging a number of regularization to constraint the norm increasing

Black line:unstable training
stable training with 

single modality Blue line: Norm increasing 
results unstable training
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Alignment
SFT on high-quality dataset for instruction-following ability

- Text：from Llama-2
- Code：from CodeLLaMa
- Image Generation
- Visual Chat
- Image text interleaved  generation
- Safety：match unsafe prompt with a refusal response (e.g. “I can’t help with that.”).
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Inference Example
Interleaved image and text generation from Chameleon
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Inference Example
Image understanding and image generation
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Results
Human evaluation with 12 tasks
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Results
Higher fulfillment rate and win rate



● Chameleon achieve unified visual understanding and generation

● The key to Chameleon’s success is its fully token-based architecture, which 

allows for seamless information integration across modalities.

● Chameleon introduces novel techniques for stable and scalable training of 

early-fusion models.
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Summary


