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RLHF is the core algorithm behind ChatGPT
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● Misaligned Objectives between Pre-training and Application

○ Pre-training Goal: Predict the next token on large-scale web data (e.g., filling in blanks from 

internet text).

○ Application Goal: Follow user instructions, respond safely and helpfully.

● Unintended Behaviors and Risks

○ Making up facts (hallucinations)

○ Generating biased or toxic text due to biased training data

○ Not following user instructions or producing irrelevant outputs

Limitations of Pre-trained LLMs
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Why LLMs need to learn from Human Feedback?
● Aligning AI with Human Values and Intentions

○ AI systems may generate outputs that are technically correct but misaligned with human values or 

societal norms.

○ Human feedback ensures the model behaves according to real-world expectations and 

avoids unintended or harmful outcomes, particularly in sensitive areas like content moderation and 

decision-making
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From Imitation to Optimization
● Imitation (SFT)

○ Pure generative modeling perspective

○ Requires samples from reference policy, e.g., human labeled responses.

● Optimization (RLHF)

○ Maximize some reward function that we can measure

○ LLMs are policies, not a model of some distribution
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● Pre-training Phase

○ Initial training on large-scale internet data.

○ Focus on learning general language patterns.

● Supervised Fine-Tuning Phase

○ Refinement using high-quality data (e.g., technical forums).

○ Adjusts the model to specific domains or tasks.

● RLHF Phase 

○ Further optimization with human feedback.

○ Align with user needs and preferences.
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LLM Evolution Process

Shoggoth with Smiley Face. Courtesy of twitter.com/anthrupad
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● Reinforcement learning (RL) is a type of machine learning where an agent learns to make decisions 

by interacting with an environment, receiving feedback through rewards or penalties, and optimizing 

its actions to maximize cumulative rewards over time.
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What is Reinforcement Learning?

The typical framing of a Reinforcement Learning (RL) scenario.
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Machine Plays Games

https://medium.com/free-code-camp/an-introduction-to-reinforcement-learning-4339519de419
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AlphaGo: RL Conquers the Game of Go

https://blog.insightdatascience.com/
reinforcement-learning-from-scratch
-819b65f074d8

https://blog.insightdatascience.com/reinforcement-learning-from-scratch-819b65f074d8



● Agent(car): The decision-maker interacting with the environment to learn and maximize rewards.

● Environment(road, …): The system where the agent acts and receives feedback.

● State(car state, position, …): The situation the agent observes at each step to decide on actions.

● Action(speed up, steer, …): The move the agent takes to influence the environment.

● Reward(finish time, …): Feedback that tells the agent how good or bad its action was.
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Key Concepts in RL
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RLHF Opens the Road Towards AGI



>> Paper 1: Proximal Policy Optimization (PPO)

Paper 2: Reinforcement Learning from Human Feedback (RLHF)

Paper 3: Direct Preference Optimization (DPO)

P 12



PPO: The Core RL Algorithm in RLHF
● Definition: PPO is a policy gradient method designed to maximize 

rewards for optimizing the policy model in reinforcement learning
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Why PPO?
Maximize reward(minimize finish time): choose the policy wisely

First Try:

Problem: variances are too high
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Why PPO?

Proximal Policy Optimization (PPO) Explained by Jonathan Hui: 
https://jonathan-hui.medium.com/rl-proximal-policy-optimization-ppo-explained-77f014ec3f12

 in Constrain

Updated model

Former model

Problem: unstable training due to large update steps



PPO using clipping instead of explicitly constraining the policy update. This is 

computationally simpler while maintaining stability.
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Why PPO?



Paper 1: Proximal Policy Optimization (PPO)

>> Paper 2: Reinforcement Learning from Human Feedback (RLHF)

Paper 3: Direct Preference Optimization (DPO)
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Reinforcement Learning
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The typical framing of a Reinforcement Learning (RL) scenario.



Reinforcement Learning (RL) + LLM
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RLHF = RL + LLM + Human Feedback
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Human
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Overview of RLHF Paradigm
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Step 1 Policy Model fine-tuning
Demonstration Dataset: OpenAI’s 40 labelers created around 
13,000 (prompt, response) pairs. 
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Step 2.1 Comparison Data Collection

● Data format: <prompt, winning_response, losing_response>

● Training data: 50,000 prompts. Each prompt has 4 to 9 

responses, forming between 6 and 36 pairs, yielding 300K to 

1.8M training examples.
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A Screenshot of the UI that OpenAI’s labelers
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Try to be a Labeler.
Which is a better response? A or B?

A

B
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An Example of the Comparison Data 

Example from Anthropic’s HH-RLHF dataset.

AB
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● Training Objective: maximize the difference in scores 

between the preferred and less preferred responses.

Step 2.2 Reward Model Training
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Step 3 Optimize the Policy Model

● Based on the reward model and the policy model, 

applying the PPO algorithm to refine the policy 

model.

● The dataset For Reinforcement Learning (PPO) has 

31k training prompts (only from the API).
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RLHF Paradigm

https://huyenchip.com/2023/05/02/rlhf.html
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Human Evaluations

1.3B RLHF model beats 175B SFT model.
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More Evaluations



    Section 1: Proximal Policy Optimization (PPO)

    Section 2: Reinforcement Learning from Human Feedback (RLHF)

    >> Section 3: Direct Preference Optimization (DPO)

P 32



Discussions

Any drawback, or something costly for RLHF?
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RLHF is so complicated…
● We need to training an extra reward model.

● RL training is expensive for we need multiple models during training.
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Here comes DPO!
● No online RL training.

● No reward models.

● Just pari-wise data!
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What is DPO?
● Starting pointing: the RL objective

The language model is prompted with prompts x to produce pairs of answers y
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x is the prompt, y is the 
generated answers of 
language model

  The reward given the 
prompt and answer

 The “degree of divergence” of the update 
model and the reference model.
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DPO objective: after mathematical derives

What is DPO?

x is the prompt, y_w is 
the winning answer, y_l 
is the losing answer 

Sigmoid function
Maximize the likelihood 
for generating the 
winning answer

Minimize the likelihood 
for generating the losing 
answer
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Performance of DPO

High reward even the model is 
diverged from the reference model

Stable for different sampling 
temperature
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Performance of DPO

 Generalization to a new input distribution



● RLHF aligns language models with human preferences

● PPO is an online reinforcement learning algorithm to maximize the reward, 
which is used in RLHF

● Derived from PPO, DPO is not an RL algorithm, but a simpler supervised 
learning method on preference pairs.

P 40

Conclusion



Thank you for listening!
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