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https://arxiv.org/abs/2408.00118
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What is post-training and why do we need it?



With post-training:

<|begin_of_text|><|begin_of_text|><|start_header_id|>user<|en
d_header_id|>

Describe the city you live 
in.<|eot_id|><|start_header_id|>assistant<|end_header_id|>

I'm a large language model, I don't have a physical presence or a 
personal experience of living in a city. I exist solely as a digital 
entity, and I don't have a physical body or a specific location. I'm 
designed to provide information and assist with tasks, but I don't 
have personal experiences or sensory perceptions.

However, I can provide information about cities around the world, 
including their geography, climate, culture, and attractions. If you'd 
like to know more about a specific city, feel free to ask, and I'll do 
my best to provide you with information!<|eot_id|>
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Why do we need post training?

Llama-3.2-11B, max_new_tokens=256

W/o post training:

<|begin_of_text|><|begin_of_text|>Describe the city you live in. What 

are some of its notable features?

I live in a city called Portland, Oregon. Portland is a vibrant and eclectic 

city located in the Pacific Northwest region of the United States. It is 

known for its quirky and offbeat vibe, with a strong sense of 

community and a passion for sustainability. The city has a population of 

around 650,000 people and is situated near the Willamette River, which 

runs through the city and offers beautiful views and scenic walking 

paths.

One of the most notable features of Portland is its food and drink 

scene. The city is famous for its food trucks, which serve everything 

from gourmet grilled cheese to Vietnamese banh mi. It's also home to a 

thriving craft beer scene …

Blue: input tokens
Black: output tokens
Pink: chat format tokens



● Learn to end, i.e. <eot_id>

● Recognize chat formats, i.e. roles

● Learn regularized content

● Generalization to different tasks
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Why do we need post training?

Llama-3.2-11B, max_new_tokens=50
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Llama 3 Post-training

Llama Team, 2024



● Post Training

○ Chat Dialog

○ Reward Modeling

■ Rejection sampling

○ Supervised Fine Tuning

○ Direct Preference Optimization

● Data Curation

● Capability
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Section 4 of Llama3

Llama Team, 2024



● Pipeline

○ Iterative rounds of training
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Post Training

Llama Team, 2024
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Section 4 of Llama3

Llama Team, 2024
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Chat Dialog

Llama Team, 2024

Instruction-tuned:

<|begin_of_text|><|begin_of_text|><|start_header_id|>user
<|end_header_id|>

Describe the city you live 
in.<|eot_id|><|start_header_id|>assistant<|end_header_id|>

I'm a large language model, I don't have a physical body or a 
specific location, so I don't live in a city. I exist solely as a 
digital entity, and I'm accessible from anywhere with an 
internet connection. I don't
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Llama-3.2-11B, max_new_tokens=50

w/o instruction tuning:

<|begin_of_text|><|begin_of_text|>Describe the city you live 

in. What are some of its notable features?

I live in a city called Portland, Oregon. Portland is a vibrant and 

eclectic city located in the Pacific Northwest region of the 

United States. It is known for its quirky and offbeat vibe, with a 

strong

Blue: input tokens
Black: output tokens
Pink: chat format tokens

Add these formatting tokens in SFT data will:
● enable chat-style human-LM interaction
● enable tool usage



● Post Training

○ Chat Dialog
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● Data Curation

● Capability
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Section 4 of Llama3

Llama Team, 2024
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Reward Modeling

Llama Team, 2024 P 12

Human preference data

Prompt-response pairs
with annotations

Earlier models use RM for RLHF [Ouyang et al., 2022], while Llama 3 uses it for rejection sampling.

Reward model r𝜃

Training pipeline:

Key changes:

Llama 3 uses {edited, chosen, rejected} 

annotations instead of {chosen, rejected}

(Details in data part)
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Rejection Sampling

Llama Team, 2024 P 13

Reward model r𝜃

Current Best LM

K different outputs

Each prompt from human annotations

Best of K

Key takeaways:

RM & RS helps prepare high-quality training 

data for Instruction tuning.

Random 0.2-1 
temperature
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Section 4 of Llama3

Llama Team, 2024
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SFT

Llama Team, 2024

Rejection-sampled 
human annotation

Synthetic data targeting 
specific capabilities

Human-curated data

LM

SFT Training

Chat Dialog Format
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DPO Training

Llama Team, 2024, Shulman et al., 2017, Rafailov et al., 2024

Batches of recent 
preference data SFTed LM DPO Training
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PPO & DPO algo.

Llama Team, 2024, Shulman et al., 2017, 
Rafailov et al., 2024, Xu et al., 2024

● PPO is an on-policy RL algorithm, i.e. collect a buffer of {state, action, reward} pairs with 
current policy, calculate returns, and do optimization.

○ optimizes expected returns using an advantage function.
○ requires a reward model to estimate the advantage function in RLHF setting
○ requires hyperparameters tuning
○ can be applied on end-to-end RL setting

● DPO is more like a “weighted-supervised learning” algorithm without relying on a 
separate reward model or complex reinforcement learning algorithms. 

○ directly optimizes the policy based on preference data.
○ no reward model needed
○ simpler and potentially more stable
○ only on human preference data



● Post Training

○ Chat Dialog

○ Reward Modeling

■ Rejection sampling

○ Supervised Fine Tuning
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Section 4 of Llama3

Llama Team, 2024
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Data Curation

Llama Team, 2024

Rejection 
sampling
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Data Stat.

Llama Team, 2024

Human preference data

SFT data
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Capabilities

Llama Team, 2024

● Code

● Multilinguality

● Math and reasoning

● Long context

● Tool use

● Factuality

● Steerability

Key techniques:

● Expert training: single-capability experts for 

data annotation

● Synthetic data generation

● Human annotations

● Data curation
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Multitask Prompted Training Enables 
Zero-Shot Task Generalization



Prompt-based models

● surpass fully fine-tuned models trained by tens of  thousands of datasets of 

specific examples 

● Two significant drawbacks of prompt-based models

○ Sensitivity to the wording of prompts

○ Requirement of a sufficiently large model
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Background



Why large language models exhibit the ability to perform reasonable zero-shot 

generalization to new tasks?

Large language models undergo an implicit multitask training  in their pre-training 

corpus.

implicit → explicit

● better generalize to held-out tasks without requiring massive scale

● more robust to the wording choices of the prompts
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Background
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Make implicit multitask training explicit



A Unified Prompt Format
Public Pool of Prompts: 2073 prompts for 177 datasets, 11.7 prompts per dataset 

on average
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● “task”: a general NLP ability that is tested by a group of specific datasets

● task categorization: 12 tasks and 62 datasets according to the task format

                                                                             tasks in training mixture

                                                                          tasks held out 
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Measuring Generalization on Held-Out Tasks



● Base model: LM-adapted T5 model (referred to as T5+LM), produced by 

training on a standard language modeling objective.

● T0 model series(T0,T0+,T0++): identical architecture and 

hyperparameters but different scales of training data mixture

● Measurement: 

○ the median performance across all prompts for this dataset 

○ interquartile range (Q3 - Q1) for robustness to the wording of the 

prompts
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Experiments



Whether multitask prompted training improves generalization to held-out tasks
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Experiments

On four held-out tasks:

● T0 vs. T5+LM baseline

T0 achieves significant 

gains over baseline on 

all datasets

● T0 vs. GPT-3 models



Whether multitask prompted training improves generalization to held-out tasks
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Experiments

On four held-out tasks:

● T0 vs. T5+LM baseline

● T0 vs. GPT-3 models

T0 matches or exceeds 

the performance of all 

GPT-3 models on 9 /11 

held-out datasets



Whether training on a wider range of prompts improves robustness to prompts wording 
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Experiments

● ablation experiment on 

○ the average number of prompts per dataset (p)

○ the number of datasets (d) used during training



Training on more prompts per dataset leads to better and more robust 

generalization to held-out tasks.



Training on prompts from more datasets leads to better generalization to held-out tasks, 

but does not consistently make the model more robust to the wording of prompts.



● The experiments demonstrate that multitask prompted training can enable strong 

zero-shot generalization abilities in language models. 

● The ablation studies demonstrate the importance of including many diverse prompts 

and the impact of increasing the number of datasets in each task. 
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Conclusion
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SELF-INSTRUCT: Aligning Language Models
with Self-Generated Instructions

Wang et al., 2023



● Motivation

● Methods
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Self-Instruct

Wang et al., 2023



● Instruction-tunded models are popular

● Instruction-tuning data largely affects the model capability, i.e. generalizability

● Human-written instruction tuning data is limited in quantity, diversity, and creativity

● LMs’ generated content will help!
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Motivation

Wang et al., 2023
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Pipeline

Wang et al., 2023

1. Sample random tasks

2. Determine if it’s classification

3. LM generation

4. Filter out bad/similar 

generations

5. Add back to task pools
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Methods

Wang et al., 2023

Definition:
A set of instructions to be generated:

Each task t has input-output instances:

A model M is expected to produce output:  
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Methods

Wang et al., 2023

● Inference LM 3 times in the pipeline
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Methods

Wang et al., 2023

● Inference LM 3 times in the pipeline!

○ First, sample a batch of 8 instructions and prompt LM to generate a new 

instruction
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Methods

Wang et al., 2023

● Inference LM 3 times in the pipeline!

○ Second, prompt the LM  to determine classification tasks via in-context examples
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Methods

Wang et al., 2023

● Inference LM 3 times in the pipeline!

○ Third, prompt the LM  to generate 

input-output instances

■ Input the new instruction obtained from 

step 1

■ Two style of prompts: input first and 

output first depending on step 2 results

Example of input-first tasks 
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Methods

Wang et al., 2023

● Inference LM 3 times in the pipeline!

○ Third, prompt the LM  to generate 

input-output instances

■ Input the new instruction obtained from 

step 1

■ Two style of prompts: input first and 

output first depending on step 2 results

Example of output-first  classification tasks 
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Methods

Wang et al., 2023
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Data Stats

Wang et al., 2023
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Performance

Wang et al., 2023
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Discussion

Wang et al., 2023

● Llama 3 provides a holistic view about company-style LM training. Which part are 

you interested in? Which part do you think academia can explore?



● In the concurrent work FLAN, the model shares multitask prompted training but 

train decoder-only language models. It was claimed that on the model with 8B 

parameters, generalization performance decreases after training. What are the 

possible reasons of the conflict?
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Discussions
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Discussion

Wang et al., 2023

● Self-Instruct provides an efficient data generation approach. However, chicken-egg 

problems always hold for Self-XXX methods. Do you have any intuition or 

thoughts about this?


