
DATA 8005 Advanced Natural Language Processing

Lecture 1: Introduction

Fall 2024



Logistics
● Location: IDS P603

● Meetings: Friday 1:30 - 4:20pm

● Instructor: Tao Yu (https://taoyds.github.io/)

● Office hours: Tuesday 4 - 5pm @CB 204E
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https://taoyds.github.io/


Course website: https://taoyds.github.io/courses/data8005

● We will maintain the website for schedule, lecture slides, reading lists, grading 
policies, etc

● Only submit your reports on Moodle.
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Logistics

https://taoyds.github.io/courses/data8005


Slack: https://join.slack.com/t/slack-t4u9128/shared_invite/zt-2qj3z7to2-GhKpsWy5YT1r9rWvlBIFLw

● We will use Slack as the primary mode of communication. DM me on Slack 
instead of emails.

○ Provide feedback on your lectures, answer any questions about lectures, projects, and so on

○ More importantly, encourage you to ask questions, share random thoughts, highlight interesting 

papers, brag about cool finding there.

● Join Slack via the invitation link above or scan the QR code below.
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Logistics

https://join.slack.com/t/slack-t4u9128/shared_invite/zt-2qj3z7to2-GhKpsWy5YT1r9rWvlBIFLw


https://matt.might.net/articles/phd-school-in-pictures/ P 5

Course structure

This is an advanced graduate course

push at the NLP boundary

https://matt.might.net/articles/phd-school-in-pictures/


https://matt.might.net/articles/phd-school-in-pictures/ P 6

Course structure
● We will be teaching and discussing state- of-the-art 

papers about large language models.

● Mostly presentations and discussions. I will deliver ⅓, 
while you will present the other ⅔.

● You  are expected to come to the class regularly and 
participate in discussion.

This is an advanced graduate course

https://matt.might.net/articles/phd-school-in-pictures/


https://matt.might.net/articles/phd-school-in-pictures/ P 7

Course prerequisites

This is an advanced graduate course

● Familiarity with deep learning and machine learning

● Familiarity with Python programming

● Familiarity with basic NLP tasks

● NLP course background  is recommended.

● If you don’t have a background in NLP, you may find 
the introductory undergraduate-level NLP course 
COMP 3361 helpful.

https://matt.might.net/articles/phd-school-in-pictures/
https://taoyds.github.io/courses/comp3361


● Learn more about current state-of-the-art NLP research

● Practice oral and written NLP research presentation skills

● Practice different parts of NLP research cycle including understanding prior 

literature, brainstorming ideas, choosing a research problem, executing a project.
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Course goals



● In-class presentation: 30%

○ Survey and review papers/blogs on a topic and present it in the class.

● Class participation: 25%

○ Read papers before the class and comments on Slack (answer, ask, or add >2 
high-quality questions/comments, suggest related papers)

○ In-class group discussions or idea pitches
○ Feedback on presentations from your classmates

● Final project: 45% 

○ More details found on the course page.
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Components and grading



● Two students work together and deliver a 60-minute presentation

● Your goal is to educate others in the class about the topic

○ Cover at least the required paper(s)
○ Search for latest related papers (citations)
○ Survey more related work/blogs to add background and context

● Presentation meeting

○ Send me your draft slides on Slack before my office hours
○ Use Google slides and add slide numbers
○ Provide comments and give suggestions on Slack

● Everyone else: prepare and ask questions! 
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In-class presentation



● Add background and context and survey more related work/blogs
○ What this topic is about
○ Why this topic is important
○ The most important problems and recent methods on this topic

● Paper presentation
○ Most papers were published in the past 1-2 years (if not a few months)
○ Highlight the biggest takeaways
○ Why this paper is important, what problem it trying to solve
○ Pay attention to technical details, but don’t too much
○ Future work?

● More or less like a short tutorial on this topic
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What is a good presentation?



● Related papers
○ Prior work: Related Work section
○ Latest work: papers that cite the assigned papers

● Related recent tutorials at NLP conferences (in 1-2 years)
● Good survey papers/blogs
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How to survey a new NLP research topic?



● Related papers
○ Prior work: Related Work section
○ Latest work: papers that cite the assigned papers

● Related recent tutorials at NLP conferences (in 1-2 years)
● Good survey papers/blogs
● Many NLPers/AI researchers use Twitter
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How to survey a new NLP research topic?
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Latest AI big news today on Twitter?

https://x.com/DrJimFan/status/1834279865933332752 
https://x.com/OpenAI/status/1834278217626317026 

https://x.com/DrJimFan/status/1834279865933332752
https://x.com/OpenAI/status/1834278217626317026
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Latest AI big news today on Twitter?

https://openai.com/index/learning-to-reason-with-llms/
https://cdn.openai.com/o1-system-card.pdf  

● o1 performance consistently improves with more reinforcement learning 
(train-time compute) and with more time spent thinking (test-time compute).

https://openai.com/index/learning-to-reason-with-llms/
https://cdn.openai.com/o1-system-card.pdf
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LLMs development: too fast to keep up…

https://platform.openai.com/docs/guides/reasoning 

https://platform.openai.com/docs/guides/reasoning


● Related papers
○ Prior work: Related Work section
○ Latest work: papers that cite the assigned papers

● Related recent tutorials at NLP conferences (in 1-2 years)
● Good survey papers/blogs
● Many NLPers/AI researchers use Twitter (Read the firsthand info yourself!)
● We can select these papers together
● Other related courses
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How to survey a new NLP research topic?



● Other related courses
○ Regular NLP courses

■ CS224N: Natural Language Processing with Deep Learning
○ Seminar-based advanced NLP courses

■ COS 597G: Understanding Large Language Models
■ COS 597F: Embodied Language Understanding
■ CS25: Transformers United V2
■ CSE 599: Exploration on Language, Knowledge, and Reasoning
■ Understanding the World Through Code
■ CS324: Large Language Models, winter 2023
■ Large Language Model Agents
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How to survey a new NLP research topic?

https://web.stanford.edu/class/cs224n/
https://www.cs.princeton.edu/courses/archive/fall22/cos597G/
https://sites.google.com/princeton.edu/cos597f
https://web.stanford.edu/class/cs25/
https://cse599d1wi23.notion.site/cse599d1wi23/CSE-599-D1-Winter-2023-fe73cb56c11b45efb34e94c090480791
http://www.neurosymbolic.org/index.html
https://stanford-cs324.github.io/winter2022/
https://stanford-cs324.github.io/winter2023/
https://llmagents-learning.org/f24


● Read the assigned papers before the class

○ Very likely you will need to read up on some prior literature to fully 
understand the paper(s) we discuss!

● Pre-lecture questions

○ Send your comments on # week# Slack channel before the class (answer, ask, 
or add >2 high-quality questions/comments about one topic each week)

● Come prepared with points of discussion and ideas to contribute in class
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Before class



● Ask questions or suggest paper improvements

● Answer others’ questions

● Add more related work or propose new ideas

● Review and discus pre-lecture questions

● Also can provide feedback on the presentation: clarity, structure, completeness, 

slides

P 20

In-class group discussion



● We talked about what a good presentation is.
● Btw, what defines good research that makes a difference in the current, crowded 

AI space?
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What is good research in AI?

https://x.com/lateinteraction/status/1831354402562822589
https://github.com/okhat/blog/blob/main/2024.09.impact.md 

https://x.com/lateinteraction/status/1831354402562822589
https://github.com/okhat/blog/blob/main/2024.09.impact.md


● I will deliver ⅓, while you will present the other ⅔.

○ Introduction to high-level ideas and concepts in NLP and LLMs.

● Two student lectures on advanced topics per week (2 x ~6 = ~12 lectures)

○ 60-minute per lecture
■ Be prepared for lots of questions (and we encourage questions in the 

class)
■ Please control your time (rehearsal is very helpful)!

○ 15-minute post-lecture group discussion
■ Divide the class into groups of 4-5 students (depending on seating and 

enrollment)

● Potential guest lectures P 22

Lecture format



● Students complete a research project in teams of 2-3

● Here are a few example project tasks, such as OSWorld, SWE-bench, and 

Spider 2.0.

● Deadlines 

○ Group registration: week 5, Oct 4

○ Project proposal: week 7, Oct 18

○ Final report paper:  11:59 pm on Dec 15

● In-class presentation: ToD
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Final project

https://os-world.github.io/
https://www.swebench.com/
https://spider2-sql.github.io/


● This course emphasizes understanding the capabilities and limitations of these AI 

systems, and there's no better way to do that than by using them! Collaboration 

with these systems is allowed, treating them as collaborators in the 

problem-solving process.
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Policy on ChatGPT, Copilot, and other AI assistants



● Introduction to Large language models (LLMs)
● NLP applications
● Advanced LLM topics
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Topics and schedule (tentative)



● LLM pretraining 
● LLM Prompting, in-context learning, scaling law
● LLM evaluation, data, and benchmarking
● Instruction tuning for LLMs 
● LLM alignment/RLHF
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Large language models (LLMs)



● Question answering, reasoning 
● Text generation 
● Semantic parsing, code generation 
● LM agents, language grounding
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NLP applications



● Robustness, interpretability, explainability of LLMs 
● Bias, toxicity, and privacy in LLMs 
● Parameter-efficient LM tuning 
● Efficient LLM methods and Infrastructure 
● Multimodal LM/VLMs
● Language in robotics, and embodied interaction

P 28

Advanced LLM topics



Introduce yourself!
&

Discussion: 
What are you most excited about LLMs and want to learn 

from the class?
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● Language is the abstraction of the real world!
● Natural Language Processing (NLP) aims to teach computers human 

languages a computational perspective.
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What is NLP? Wait, what is language?

https://www.amacad.org/publication/daedalus/human-language-understanding-reasoning 

https://www.amacad.org/publication/daedalus/human-language-understanding-reasoning


About NLP: teaching computers human languages
● NLP in real world applications

○ Q&A / IR - Google search
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● NLP in real world applications

○ Q&A / IR - Google search

AI brain/model: f(x)

When was HKU founded? March 30, 1911

Input: x Output: y
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About NLP: teaching computers human languages



● NLP in real world applications

○ Q&A / IR - Google search

○ Dialogs - Apple Siri / Amazon Alexa
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About NLP: teaching computers human languages



● NLP in real world applications

○ Q&A / IR - Google search

○ Dialogs - Apple Siri / Amazon Alexa

○ Grammar checking (Grammarly), summarization, sentiment analysis …
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About NLP: teaching computers human languages



What ChatGPT can do?

https://beta.openai.com/examples/
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Q&A example with ChatGPT 

https://beta.openai.com/examples/
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More examples with ChatGPT 

https://beta.openai.com/examples/
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Examples with ChatGPT

https://beta.openai.com/examples/
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New learning paradigm: in-context learning
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Few-shot in-context learning

Language Models are Few-Shot Learners

● Few-shot: In additional to the task description, 
the model sees a few examples of the task. 

● No fine-tuning, GPT-3 doesn’t update their 
parameters!

task description

task examples

task prompt

GPT-3 outputP 40



ChatGPT is a powerful language model!



This year, I am going to do an internship in 

Majoring in computer science, this year, I am going to do an internship in 

Queen Mary Hospital, HSBC, Google, Amazon

Queen Mary Hospital, HSBC, Google, Amazon

Let’s play a game!



ChatGPT auto-completes your prompt



I am going to do an internship in Google

Generative language model



Belief

bag of words Google

Evidence
Reason
Claim
Think
Justify
Also

Therefore

Vocabulary

…

1
2
3
4
5
6
7

99
100

Making the dice



I

I

Generative language model



am

amI

Generative language model



going

am goingI

Generative language model



am going to do an internship in GoogleI

Google

Generative language model



Neuralize the dice!



Neural Networks (e.g. Transformers)



am going to do an internship in GoogleI

Google

Neural network language models



Dice, and how do we roll them
(probabilistic model)

Transformers, neural networks and many others
(powerful functions)

Learn

Parameterize

Language models, and how to build it



Given a finite vocabulary

We have a set of sentences
<s> I am going to an internship in Google </s> 
<s> an internship in Google </s>
<s> I am going going </s>
<s> Google is am </s>
<s> internship is going </s>

Can we learn a “model” for this “generative process”? We need to “learn” a probability 
distribution:

Learn from what we’ve seen

First problem — the language modeling problem



Given a training sample of example sentences, we need to “learn” a probabilistic model that 
assigns probabilities to every possible string:

p(<s> I am going to an internship in Google </s>) = 10-12

p(<s> an internship in Google </s>) = 10-8

p(<s> I am going going </s>) = 10-15

…

The language modeling problem



● A probabilistic model of a sequence of words

What is a language model?

A language model consists of
● A finite set



● A probabilistic model of a sequence of words

What is a language model?

A language model consists of
● A finite set

A sentence in the language is a sequence of words

For example

Define   to be the set of all sentences with the vocabulary 



● A probabilistic model of a sequence of words

What is a language model?

A language model consists of
● A finite set

● A probability distribution over sequences of words                         such that:



Assign a probability to a sentence

P(“I am going to school”) > P(“I are going to school”) Grammar Checking

P(“我今早喝了一些咖啡”) > P(“我今早吃了一些咖啡”)

I had some coffee this morning.
Machine translation

Question AnsweringP(“Can we put an elephant into the refrigerator? No, we 
can’t.”) > P(“Can we put an elephant into the refrigerator? 
Yes, we can.”)

Application of language models:



Number of times the sentence                  is seen in the training corpus

Total number of sentences in the training corpus

Why this is very bad?

A (very bad) language model


