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1. Efficient Training

2. Efficient Adaptation

Question: how to train Transformers efficiently? 

3. Efficient Model Architectures

Question: how to finetune Transformers efficiently? 

Question: how to design a new model with low inference cost 







1. Flash-Attention

































2. Low-Rank Adaptation

















Summary- LoRA and QLoRA

•  Low-rank adaptation for efficient finetuning

•  QLoRA for finetuning quantized Transformers



3. Mamba
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