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Overview

● Instruction tuning: concept and early work
● Reinforcement learning from human feedback
● Building open (or your own) ChatGPT



Things that LMs Can Do after Pretraining

● HKU is in _______ Hong Kong. [Trivia]

● I put _______ fork down on the table. [syntax]

● The woman walked across the street, checking for traffic over _______ shoulder. [coreference]

● I went to the ocean to see the fish, turtles, seals, and _______.  [lexical semantics/topic]

● What I got from the two hours watching it was popcorn. The movie was _______. [sentiment]

● Thinking about the sequence 1, 1, 2, 3, 5, 8, 13, 21, ___ [basic arithmetic]

[Slide credit: Jesse Mu]

Pretraining



Things that LMs Can Do after Pretraining

[Language Models are Few-Shot Learners. Brown et al. 2020]

https://arxiv.org/abs/2005.14165


Language Modeling ≠ Following Human Instructions 

Pretrained models are not naturally built to follow user intents.



How do we make LMs aligned 
with our intents that are 
articulated in language? 



Give detailed human-readable instructions (that contain examples)

[Cross-task generalization via natural language crowdsourcing instructions, Mishra 2021]

Natural Instructions

https://arxiv.org/abs/2104.08773


Instructions Tuning [Weller et al. 2020,  Mishra et al. 2021, Wang et al. 2022, 
Sanh et al. 2022; Wei et al., 2022, Chung et al. 2022, many others ]

1. Collect examples of (instruction, output) pairs across many tasks and finetune an LM

2. Evaluate on unseen tasks



Tasks explored in FLAN
620 prompts on 62 datasets

[Finetuned Language Models Are Zero-Shot Learners, Wei et al. 2021]

https://arxiv.org/abs/2109.01652


Tasks Explored in T0
P3: Public Pool of Prompts, now 2085 prompts on 183 datasets

147

[Multitask Prompted Training Enables Zero-Shot Task Generalization, Sanh et al., 2021]

https://arxiv.org/abs/2110.08207


[Super-NaturalInstructions: Generalization via Declarative Instructions on 1600+ NLP Tasks, Wang 2022]

Super-Natural Instructions

● Super-NaturalInstructions dataset 
contains over 1.6K tasks, 3M+
examples

● Classification, sequence tagging, 
rewriting, translation, QA...

● Many languages: 576 non-English

https://arxiv.org/abs/2104.08773


Instruction-Tuning: Example 

Before instruction finetuning

[Scaling Instruction-Finetuned Language Models, Chung et al. 2022]

https://huggingface.co/google/flan-t5-xxl

https://arxiv.org/abs/2210.11416


Instruction-Tuning: Example 

[Scaling Instruction-Finetuned Language Models, Chung et al. 2022]
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After instruction finetuning

https://arxiv.org/abs/2210.11416


The Magic Cross-Task Generalization

[Super-NaturalInstructions: Generalization via Declarative Instructions on 1600+ NLP Tasks, Wang 2022]

https://arxiv.org/abs/2104.08773


The Impressive Cross-Task Generalization Performance

[Super-NaturalInstructions: Generalization via Declarative Instructions on 1600+ NLP Tasks, Wang 2022]

https://arxiv.org/abs/2104.08773


Scaling Instruction-Tuning

[Super-NaturalInstructions: Generalization via Declarative Instructions on 1600+ NLP Tasks, Wang et al. 2022]

Linear growth of model performance with exponential 
increase in observed tasks and model size. 

Number of examples 
has little effect. 

https://arxiv.org/abs/2104.08773


Scaling Instruction-Tuning

[Scaling Instruction-Finetuned Language Models, Chung et al. 2022]

● Instruction finetuning improves 
performance by a large margin compared to 
no finetuning

● Increasing the number of finetuning tasks 
improves performance

● Increasing model scale by an order of 
magnitude (i.e., 8B → 62B or 62B → 540B) 
improves performance substantially for 
both finetuned and non-finetuned models

https://arxiv.org/abs/2210.11416


Multi-Modal Instruction-Tuning 

Note these ideas can easily be repackaged for tasks that involve other modalities. 

● Robots with instructions e.g. Zhao et al EACL 2021

● Vision tasks as VQA e.g. Gupta et al CVPR 2022



Summary Thus Far 

● Training (tuning) LMs with annotated input instructions and their output. 

● Pros:
○ Simple to implement 
○ Shows generalization to unseen tasks. 

● Cons: 
○ It’s expensive to collect ground- truth data for tasks.
○ Tasks like open-ended creative generation have no right answer. For example: “Write me a story 

about a dog and her pet grasshopper.” Based on fine-tuning objectives, any deviations (even single-
token) would incur a loss. 

[Slide inspiration: Jesse Mu]



Reinforcement Learning 
from Human Feedback



GPT3.5 (InstructGPT)

[Training language models to follow instructions with human feedback, Ouyang et al. 2022]

30k prompts 
corresponding 

to diverse 
tasks!

https://arxiv.org/abs/2203.02155


Reinforcement Learning: The Basics 

● An agent interacts with an environment by taking actions
● The environment returns a reward for the action and a new state (representation of 

the world at that moment). 
● Agent uses a policy function to choose an action at a given state. 
● Quite an open-ended learning paradigm. 

[Fig credit: Nate Lambert]



Reinforcement Learning: An Example 

Action here: generating each token

Reward here: whether humans 
liked the generation (sequence 

of actions=tokens)



Human can Express Preference as a Reward for Model Training

[A General Language Assistant as a Laboratory for Alignment, 2021]

https://arxiv.org/pdf/2112.00861.pdf


Reward Modeling to Make Human Preference Scalable

● Obviously, we don’t want to use human feedback directly since that could be 💰💰💰
● Alternatively, we can build a model to mimic their preferences [Knox and Stone, 2009]



Reward Model ~ Human Preference 

● Imagine a reward function: 𝑅 𝑠; 𝑝 ∈ ℝ for any output 𝑠 to prompt 𝑝
● The reward is higher when humans prefer the output 

SAN FRANCISCO,
California (CNN) --
A magnitude 4.2 
earthquake shook the 
San Francisco
...
overturn unstable 
objects.

An earthquake hit 
San Francisco.
There was minor 
property damage, 
but no injuries.

𝑠!

𝑅 𝑠!; 𝑝 = 0.8

The Bay Area has 
good weather but is 
prone to 
earthquakes and 
wildfires.

𝑠"

𝑅 𝑠"; 𝑝 = 1.2

[Slide credit: Jesse Mu]



How can We Build the Reward Model 𝑅 𝑠; 𝑝 ? 

Pairwise comparison of multiple 
provides which can be more reliable 

An earthquake hit San
Francisco. There was 
minor property damage, 
but no injuries.

The Bay Area has good
weather but is prone
to earthquakes and
wildfires.

A 4.2 magnitude 
earthquake hit San 
Francisco, resulting 
in massive damage.

> >

𝑠1										 𝑠2 𝑠3

👩 👩

Bradley-Terry [1952] 
paired comparison model

“winning”
sample

“losing”
sample

𝐽 𝜙 = −𝔼("!,"") log 𝜎 𝑅 𝑠%; 𝑝 − 𝑅 𝑠&; 𝑝

[Slide credit: Jesse Mu]



RL for Training the Policy (Language Model)
● How do we change our LM parameters 𝜃 to maximize this?

● Policy Gradient Decent:

+𝜃 = argmax# 𝔼%̂~'! 𝑅 �̂�; 𝑝

[Slide credit: Jesse Mu]
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If 𝑅 𝑠; 𝑝 is large, we take proportionately large steps to maximize 𝑝!(𝑠)
If 𝑅 𝑠; 𝑝 is small, we take proportionately small steps to maximize 𝑝!(𝑠)

This is why it’s called “reinforcement learning”: 
we reinforce good actions, increasing the chance they happen again.



RL for Training the Policy (Language Model)
● How do we change our LM parameters 𝜃 to maximize this?

● Policy Gradient Decent:

● Regularizing the training:

+𝜃 = argmax# 𝔼%̂~'! 𝑅 �̂�; 𝑝

[Slide credit: Jesse Mu]
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RLHF: Putting
it All Together
[Christiano et al. 2017; Stiennon
et al. 2020]

[Fig credit: Nate Lambert]



Pretraining + RLHF Gains over Pretraining + Finetuning

[Training language models to follow instructions with human feedback, Ouyang et al. 2022]

https://arxiv.org/abs/2203.02155


Building Open (Your Own) 
Instruction-Following Models



RLHF/Instruction-tuning is Data Hungry 

● Rumor: 
○ Human feedback done for supervising ChatGPT is in the order of $1M



How Can We Scale Up Data More Broadly?

● Writing diverse instructions requires creativity.
● Writing instances for different instructions requires broad expertise.
● Nearly impractical for crowd workers.



Self-Instruct: LM can be prompted to generate instructions

[Self-Instruct: Aligning Language Models with Self-Generated Instructions, Wang et al. 2022]

https://arxiv.org/abs/2212.10560
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[Self-Instruct: Aligning Language Models with Self-Generated Instructions, Wang et al. 2022]

https://arxiv.org/abs/2212.10560


Generated Tasks with an Early Version of GPT3

[Self-Instruct: Aligning Language Models with Self-Generated Instructions, Wang et al. 2022]

https://arxiv.org/abs/2212.10560


Self-Instruct Improves Model Performance

[Self-Instruct: Aligning Language Models with Self-Generated Instructions, Wang et al. 2022]

• Human judgement on 252 creative tasks.

https://arxiv.org/abs/2212.10560


A lot of open-source instruction datasets since then…



Resources for Building Your Own ChatGPT

• Open-Instruct: https://github.com/allenai/open-instruct/ (Wang et al., 2023)

• OpenRLHF: https://github.com/OpenLLMAI/OpenRLHF
• TRL: https://github.com/huggingface/trl

https://github.com/allenai/open-instruct/
https://github.com/OpenLLMAI/OpenRLHF
https://github.com/huggingface/trl


Open Research Questions  

● What is the relation between data diversity and data quality?
● How far can model generalize? What is the boundary?
● Is RL necessary? Can we find better supervised algorithms? … 
● Is HF more important or RL? 
● What is the best form of HF? 
● If we have more and more human interaction data, can 

finetuning outweigh pretraining?
● …



Thanks! 
Questions?


