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LLMs are useful, people are optimistic about the future
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Sparks of Artificial General Intelligence: —

Early experiments with GPT-4
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Harsha Nori Hamid Palangi Marco Tulio Ribeiro Yi Zhang outdo humans is coming, but have no

idea what it looks like
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“Write a data loader to read
this csv file”

data loader

a small part of a task
the tasks in an
end-to-end fashion




The dream of Al is far more wild

Automate various tasks with
minimal human intervention

Perform
scientific
research
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Questions to answer

How good are strong LLMs (e.g., GPT-4)? How can we
perform reliable evaluation?

What are the fundamental gaps between LLMs and Al
agents?



Talk Overview

Natural language has LLMs know up to a

How g¢ood are LLMs? . S
5 inherent limitations cutoff date

Learning new

Speaking Al’s
- B knowledge by
language |
reading
- Zhou™ et al., WebArena, ICLR 2024 - Zhou et al., PaP, SUKI 2022 - Zhou et al., DocPrompting, ICLR 2023
- Wang, Cuenca, Zhou et al., MCoNaLa, F- - Zhou* et al., PalL, ICML 2023 - Zhou™ et al., Hierarchical Procedural KB,
EACL 2023 - Madaan, Zhou et al., CoCoGen, EMINLP 2022 ACL 2022

- Wang, Zhou et al., ODEX, F-EMNLP 202: - Zhang, Xu, Yang, Zhou et al, Crepe, F-EACL 2023



Significant gap in benchmarks vs real-world applications

Click the "Menu" button. and then Task—solving rate on

find and click on the item labeled e D
"Prev". — R . Miniwob++

96.3%

UP NEXT RELATED
Explore

Playing from —
Library Fix You Radio

Autoplay
Add similar content to the end of the .
queue

—+ New playlist

Fix You
Coldplay

)

Liked Music

X Auto playlist
Autoplay is on

Voices | like
Shuyan Zhou
Familiar Discover Popular

Rap
Shuyan Zhou . w

. Yellow
Favorite Songs Coldplay
Shuyan Zhou

= Somewhere Only We Know Vi... 3

SynthWwwWavvVe
Keane

Shuyan Zhou
= Sign of the Times (Official Vi...

Episodes for Later Harry Styles

Auto playlist

. 5 Until I Found You

Stephen Sanchez
This item has been removed from your history.

Counting Stars

Menu

B 1 .
. . . %' FixYou
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“Play my favorite music”

[Liu et al., Miniwob++, 2018]



Significant gap in benchmarks vs real-world applications

Q. Search GitLab v % 6 2

Task-solving rate on — N
MiniWOb + + Assignee Edit
96 . 3 % Select assignee

hum an Assign to

myself X

No matching results

Invite Members

Due date Edit
None
Time tracking -+

No estimate or time spent

Confidentiality Edit
® Not confidential

Lock issue Edit
Unlocked

Notifications

GPT 4

“Assign this issue to myself”



Requirements for the agent evaluation

Useful &
complex

Realistic
interactive
environment

Existing evaluations make trade-offs between them

Reliable
evaluation

Easy
extendability

Zhou™ et al, WebArena: A realistic web environment for building autonomous agents, ICLR 2024 9



WebArena fulfills all requirements without compromise

Realistic 0 Useful & Invite Alexis to
. : my agent repo
interactive = complex e

environment g |E tasks
o

Reliable members.. Easy

evaluation extendability
“Alexis

invited”

Zhou™ et al, WebArena: A realistic web environment for building autonomous agents, ICLR 2024
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Example task in WebArena

Find the customer who h
Sen

Dashboard

Scope:  All Store Views v 0

© It'stime to change your password.

Advanced Reporting

Gain new insights and take command of your business' performance, using our dynamic product, order, and customer reports

tailored to your customer data.

Q

a

X admin v

Reload Data

Go to Advanced Reporting &

d the customer some _

One Stop Market

Beauty & Personal Care

Health & Household

Sports & Outdoors

Patio, Lawn & Garden

Electronics -

One Stop Market

Product Showcases

Clothing, Shoes & Jewelry

Cell Phones & Accessories -

Home & Kitchen

Office Products

Video Games -

My Account My Wish List ~ Sign Out Welcome, Emma Lopez!

Advanced Search

Tools & Home Improvement

Grocery & Gourmet Food -

re over the past 56 days.

e A new order with flowers

o Order ii OOOOOO1 90
il
REFORTS Lifetime Sales Chart is disabled. To enable the chart, click here.
#0.00 Product N
Revenue Tax Shipping Quantity ro u c a m e
o $0.00 $0.00 $0.00 0
FIND PARTNERS Last Orders Bestsellers Most Viewed Products New Customers Customers . X § X . X
& EXTENSIONS Pre-baked Gingerbread House Kit V8 +Energy, Healthy Energy Drink, EImwood Inn Fine Teas, Orange Belle Of The Ball Princess Sprinkle So Delicious Dairy Free CocoWhip
Customer Items Total Value Pack, 17 oz., Pack of 2, Total Steady Energy from Black and Vanilla Caffeine-free Fruit Infusion, ~ Mix| Wedding Colorful Sprinkles| Light, Vegan, Non-GMO Project
Product Price Quantity 34 0z. Green Tea, Pomegranate 16-Ounce Pouch Cake Cupcake Cookie Sprinkles| Verified, 9 oz. Tub
Sarah Miller e $194.40 Blueberry, 8 Ounce Can ,Pack of 24 Ice cream Candy Sprinkles| Yellow
Sprite Stasis Ball 65 cm $27.00 6 * | feview Fokk ok 4 Reviews Gold Red Royal Red Rose Icing Fookk ok k12 Reviews Owe r S
SLEBI L . kN i ’ Fokok LR Flowers Decorating Sprinkles, 80Z
$19.99 $19.36 $15.62
Matt Baker 3 $151.40 Quest Lumaflex™ Band $19.00 6 $14.47 *h k- 12 Reviews
Lilv Potter 4 $188.20 Sprite Yoga Strap 6 foot $14.00 6 Addto Cart RN SEse—— Addto Cart [RVEENN $23.50 Add to Cart VIR

® Shipped to Alex Martin

Identify the customer by
examining the order histor
in the store portal

Buy some flowers online

Order Information
to the customer

Shipping Address

Alex Martin

123 Main Street

New York, New York, 10001
United States

T: 2125551212

Zhou™ et al, WebArena: A realistic web environment for building autonomous agents, ICLR 2024



LLMs are the critical yet early step toward Al autonomy

78.2
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§ ~
- 14.9
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Human  Llamaz . . Gemini 00 ooy

70B Pro

Zhou™ et al, WebArena: A realistic web environment for building autonomous agents, ICLR 2024
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LLMs lack critical capabilities to be Al agents

D Tool use
Alex’s total spend is

78.56 X 7 + 46.7 = 543.6 @
56 days ago is 5/20/2023 Q

LLMs
v v Q ® Scarce in natural language corpus

® Not consider tool use in standard
LLM development

Zhou™ et al, WebArena: A realistic web environment for building autonomous agents, ICLR 2024
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LLMs lack critical capabilities to be Al agents

Fork metaseq

Q Fork transtormers’
Fork all repos owned by Meta

Zhou™ et al, WebArena: A realistic web environment for building autonomous agents, ICLR 2024
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LLMs lack critical capabilities to be Al agents

Lifetime Sales Chart is disabled. To enable the chart, click here.
$0.00
Revenue Tax Shipping Quantity
Average Order $0.00 $0.00 $0.00 0
$0.00
Find th
ln t e CuStOmer Last Bestsellers Most Viewed Products New Customers Custom
CATALOG Cus Total
°
: P ct 7
who spent [...] Send How-can I find all erders"
Gra $190.00 Sprite Stasis Ball 65 cm $27.00
the Cu Stomer [ ] ' 615140 Quest Lumaflex™ Band $19.00
e o o
$188.20 Sprite Yoga Strap 6 foot $14.00
$83.40 Overnight Duffle $45.00
Sprite Stasis Ball 55 cm $23.00
Uses
1

Zhou™ et al, WebArena: A realistic web environment for building autonomous agents, ICLR 2024



LLMs lack critical capabilities to be Al agents

Lifetime Sales Chart is disabled. To enable the chart, click here.
Revenue Tax Shipping Quantity
Average Order $0.00 $0.00 $0.00 0
Last Bestseller Most Viewed Products New Customers usto
Cus
HOW Can [ find all '@I"de]_‘ S?
Gra $190.00 e Stasis Ball 65 cm $27.00
$151.40 Quest Lumaflex™ Band $19.00
$188.20 Sprite Yoga Strap 6 foot $14.00
$83.40 Overnight Duffle $45.00
Sprite Stasis Ball 55 cm $23.00

GPT-4 knowledge cutoftt: Sep 2021
WebArena application version: Jan 2023

Zhou™ et al, WebArena: A realistic web environment for building autonomous agents, ICLR 2024



Tool use

Abstract reasoning

[(vevvnes

Speaking Al’s
“language”

17



Generating natural language for various tasks

[Wei et al., Chain-of-thought]

Zhou et al, Procedures as programs: hierarchical control of situated agents through natural language, SUKI 2022

18



Natural language exhibits limitations in performing tasks

3

[Wei et al., Chain-of-thought]
A Confine and within LLMs

Zhou et al, Procedures as programs: hierarchical control of situated agents through natural language, SUKI 2022

19



Natural language exhibits limitations in performing tasks

[Wei et al., Chain-of-thought]

AConﬁne and within LLMs AExpress solutions at the example level

Zhou et al, Procedures as programs: hierarchical control of situated agents through natural language, SUKI 2022 20



Maybe Al agents should speak another
“language”, but what is that?



Solving various tasks by reasoning with programs (PaL)

§%> >>> The total is $801.2

[WEei et al., Chain-of-thought] PaL
Zhou™ et al, PaL: Program-aided language models, [CML 2023 22



Key design choices of PaL

orderl_amount = 4/.51

orderZ_amount = /765.8

[...]

# check 1f order 1 1s within 56 days
[...]

® Abundant
¢ Easily comprehensible

X

a = 47.51
b = 765.8
return float(a + b)

[Chowdhery et al, PaLM]
[Mishra et al, Lila]
[Austin el at, Learning ..]

Zhou™ et al, PaL: Program-aided language models, ICML 2023 23



Few-shot in-context learning with coding-proficient LLMs

Alex Martin made three orders: $47.51 on 9)18/2023, $765.8 on
1/1/2024 and $35 4617972024 Howmuch he spent inmy
store in the last 5

aays?

A

\' [...]

—|orderl_amount = 47.51

order_1_date = ...
# check 1f [...]

Zhou™ et al, PaL: Program-aided language models, [CML 2023

24



PaL offloads the solving to tools seamlessly

Task solving accuracy (%) on
date understanding (Bigbench)

76.2

from datetime i1mport datetime, timedelta

today = datetime(2024, 1, 20)

# calculate 56 days ago

start_date = today - timedelta(days=56)
[...]

if order_1_date > start_date: Col PaL.  PaLw/
[ o :l [Wei et al., 2022] only PL,

[Chowdhery et al, PaLM]
[Mishra el at, Lila]
[Austin el at, Learning ..] o

63.4

Zhou™ et al, PaL: Program-aided language models, ICML 2023



Pal > Large language models + Tools

Alex made two orders within the
last 56 days: one for $765.8 and
another for $35.4. How much did he

spend in total?

[...] the total of two orders is
765.8 + 35.8 [...]

orderl_value = 765.8
[ ... ]

[...] the total of two orders is
765.8 + 35.8

<calculator(765.8+35.8)=801.6>
801.6]...]

Zhou™ et al, PaL: Program-aided language models, ICML 2023

® Parsing failures
® Error propagation
e | imited toolset

72.0

63.1 65.4

Task solving accuracy (%) on GSM8k

CoT Pal. CoT
|Wei et al., 2022] +
Calculator

[Schick et al., Toolformer]

20



Natural language performs example-level problem solving

Today is 1/20/2024 Alex made three orders: $47.51 on 9/18/2023, $765.8 on
1/1/2024, $35.4 on 1/9/2024. How much has he spent in the last 56 days?

Slight changes result in significant solution difference

Today is 1/20/2024. I first subtract 20 Today is 2/13/2024. I first subtract 13

days [...] The date 56 days ago is days [...] The date 192 days ago is
12/20/2024 8/5/2023.

[...] Order 1 was placed on 9/18/2023, [...] Order 1 was placed on 9/18/2023,
which is not within the last 56 days which is within the last 192 days
|...]765.8 + 35.4 = [...147.51 +765.8 + 354 ...

W

Zhou™ et al, PaL: Program-aided language models, [CML 2023 2/



Programs encourage express “task templates”

today = datetime(2024,1,20) today = datetime(2024,2,13)
start_date = today - \ start_date = today - \
timedelta(days=56) timedelta(days=192)

[ ... ] [ ... ]
1f order_1_date > start_date: 1f order_1_date > start_date:

total += order_1_amount total += order_1_amount
[...] [ ... ]

W
Pal

Zhou™ et al, PaL: Program-aided language models, ICML 2023

28



Programs enhance LLMs in using in-context examples

® Maintain an object attribute list
® Spatial reasoning

TN

G

What’s the color of the right most object?

| GO

T What's the color of the object left to
the goggle?

Datasets where different examples share common
problem-solving strategies

Task solving accuracy (%)
— N

-

CO] Ol‘e d o b]'ect P en gu IHS Repe at C()py Ob]eCt Co un tln
5

Example tasks in colored objects

Zhou™ et al, PaL: Program-aided language models, [CML 2023 29



Programs enhance LLMSs in using in-context examples

. CoT o PaL

100

N
Q1

“olo ed Objecy Peng Uing Rep cat COpy, ject “Ountip,
g

Task solving accuracy (%)
N U1
G S

Datasets where different examples share common
problem-solving strategies

Zhou™ et al, PaL: Program-aided language models, ICML 2023



Bonus: Programs naturally encode structures

class Graph:
goal = "Get the total spend of
Alex within 56 days”

Identify the date 56 def __1init__(self):
days ago 1dentify_date_56_days_ago = Node()
verify_orderl_date = Node()
[...]
Verify order 1’s || Verify order 2’s | | Verify order 3’s | identify_date_56_days_ago.children = [
date date date verify_orderl_date,
Sum the qualified
orders

verify_orderZ_date
verify_order3_date

Madaan, Zhou et al, Large language models of code are few-shot commonsense learners, EMINLP 2022

Zhang, Xu, Yang, Zhou et al, Causal Reasoning of Entities and Events in Procedural Texts, F-EACL 2023 31

“Get Alex’s total spend within 56 days”

]
_/

By a coding-proficient model




Hypothesis 1: Corpus

® Pre-training corpus for code models contains procedural knowledge

useful for these tasks, e.g., game engine
class Flower(parentPlant:Plant) extends EnvObject {

this.name = "flower"

def pollinate(pollen:Pollen):Boolean = {
// Step 1A: check to see 1f the pollen 1s this plant's pollen, or a different plant's pollen

1f (pollen.parentPlant.uuid == this.parentPlant.uuid) {
// The pollen comes from this plant —— do not pollinate
[/## println ("#### POLLEN COMES FROM SAME PLANT")

return false

// Step 1B: Check to see that the pollen comes from the correct plant type

1f (pollen.getPlantType() != parentPlant.getPlantType()) {
// The pollen comes from a different plant (e.g. apple vs orange) —— do not pollinate
[/## println ("#### POLLEN COMES FROM DIFFERENT TYPE OF PLANT")

return false

}
Code snippet taken from https://¢ithub.com/allenai/ScienceWorld/

32



Hypothesis 2: Training

class BakeACake:
def __init__(self) -> None:

self.find_recipe = Node()

self.gather_ingredients|= Node()

self.mix_ingredients = No

self.find_recipe = Node()

self.preheat_oven_at_375f = Node()

self.put_cake_batter_into_oven = Noda()

self.take_cake_out_after_30_min = Node()

self.find_recipe.children = tself.gather_ingredients, self.preheat_oven_at_375f]
: . . — — .

se_f.gather_lngredlentkfehlLdren = [self.mix_ingredients]

self.mix_ingredients.children = [self.put_cake_batter_into_oven]

self.preheat_oven_at_375f.children = [self.put_cake_batter_into_oven]

self.put_cake_batter_into_oven.children = [self.take_cake_out_after_30_min]

Training on code makes the model better at
procedures / long-range inference / connecting-the-dots

[Kim et al, 2023] Coding-proficient model shows stronger performance on entity tracking



Pal.

PaLl brings a range of problems under one roof
Connecting PaL and follow-up work

[Zhou et al, Pal]
[PaL, Jiang et al]

[Wang et al, Sun et al]

[Lu et al, Stanic et al]

[Yue et al, Xu et al]

34
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Speaking Al’s
“language”

)T
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LLMs do not always have enough knowledge

Find the customer
who has spent the
most money 1n my
store over the past 56

days. Send the
customer some
flowers.

Lifetime Sales

$0.00

Average Order

$0.00

Last Orders

Customer ¥ = Items  Tota |

Sarah Miller 5 $194.40
guyen 4 $190
ker 3 $151.40

Lily Potter $188.20
w $83.40

Last Search Terms

Search Term Results Uses

tanks 23

Chart is disabled. To enable the chart, click here.

Revenue
$0.00

Shipping Quantity

Tax
$0.00 $0.00 0

IIIII
$27.00
$19.00
$14.00

$45.00

36



Knowledge is limited by the training cutoff

Lifetime Sales Chart is disabled. To enable the chart, click here.

$0.00
Revenue Tax Shipping Quantity
$0.00 $0.00 $0.00 0

Average Order

$0.00

Last Orders

_ “find all orders?

Total

Items

Sarah Miller 5 $194.40 Price Qu

Grace Nguy 4 $190.00 $27.00

Matt Bak 3 $151.40 $19.00

Lily Pott 4 $188.20 $14.00

Ava Brow 2 $83.40 $45.00
$23.00

Last Search Terms

Search Term Results  Uses

tanks 23 1

Trained
knowledge

Updated, new knowledge

Time
Knowledge cutoff



Humans adapt to new knowledge via reading

A | Magento OMS Docs Getting Started ~ User Guides  Integration Guides  Features and Processes ~ Specifications Q

ovetsereuss ... OMS User Guides "Wl Dashboard Qs

DASHBOARD

$

SALES Scope:  All Store Views v 0 Reload Data
N>
e

CATALOG

i © It's time to change your password.

CUSTOMERS

-

MARKETING Advanced Reporting

[l

CONTENT

. el
Gain new insights and take command of your business' performance, using our dynamic product, order, and customer reports Go to Advanced Reporting &

tailored to your customer data.

REPORTS

Lifetime Sales Chart is disabled. To enable the chart, click here.
STORES Revenue Tax Shipping Quantity
oy Average Order $0.00 $0.00 $0.00 0
SYSTEM $0.00
[ T
FIND PARTNERS Last Orders Bestsellers Most Viewed Products New Customers Customers
& EXTENSIONS
Customer Items Total
Sarah Miller 5 $194.40 Product Price Quantity
Grace Nguyen 4 $190.00 Sprite Stasis Ball 65 cm $27.00 6
Matt Baker 3 $151.40 Quest Lumaflex™ Band $19.00 6
Lilv Potter 4 $188.20 Sprite Yoga Strap 6 foot $14.00 6

=

Not available for new knowledge

2!
a

d

Direct demonstrations



Study scenario: using new tools by reading tool docs

Bash commands

squeue
Is

Python APIs

mkdtemp

numpy

“List slurm jobs
submitted by John”

D

“Make a temporary
file to save the logs”

Zhou et al, DocPrompting: Generating code by retrieving the docs, ICLR 2023

SYNOPSIS
squeue [OPTIONS...]

DESCRIPTION
squeue 1s used to view job and job step 1information for
jobs managed by Slurm.

OPTIONS
-A <account_list>, --account=<account_list>
Specify the accounts of the jobs to view. Accepts
a comma separated list of account names. This has
no effect when listing job steps.

-a, --all
Display 1information about jobs and job steps 1in
all partitions. This causes 1information to be
displayed about partitions that are configured as
hidden, partitions that are unavailable to a
user's group, and federated jobs that are in a
"revoked" state.

tempfile.mkdtemp(suffix=None, prefix=None, dir=None)

Creates a temporary directory in the most secure manner possible. There
are no race conditions in the directory’s creation. The directory is

readable, writable, and searchable only by the creating user ID.

The user of mkdtemp () is responsible for deleting the temporary directory

and its contents when done with it.
The prefix, suffix, and dir arguments are the same as for mkstemp().
mkdtemp () returns the absolute pathname of the new directory.

Raises an auditing event tempfile.mkdtemp with argument fullpath .

39



DocPrompting: Retrieval-then-generation

Docs for new commands

—_hl Q View slurm jobs submitted by John )

squeue is used to view job

_ --- by Slurm.

-

,

-u <user_list> —user=<..

. Specity the usernames ...

4 )
-1 <seconds>, -- ...

\_ Y,

(- )
-, <job_id_list> ...

\_ Y,

Zhou et al, DocPrompting: Generating code by retrieving the docs, ICLR 2023



Contrastively training the doc retriever

exXPp (sim( ; )) Cosine similarity
L =-log
exp (sim( , )) + Zd;eB/D;; exp (sim( , ))
— —
-—

>

Zhou et al, DocPrompting: Generating code by retrieving the docs, ICLR 2023

41



Contrastively training the doc retriever

L =-log

exp (Sim( , )) Cosine similarity

~

\_

squeue is used to view job

by Slurm.

exp (sim( ,

-

_ by John

\

View slurm jobs submitted

L =

)
. v//

™~ —
.

—

drdpout
drop

Zhou et al, DocPrompting: Generating code by retrieving the docs, ICLR 2023

)) T Zd;eB/D;; 2% (sim( ) ))

— X

\_ =
-

Is is used to list the

information ....

-
4 )

\— =

[SimCSE, Gao et al.]

42



Retrieve k nearest documents
a )

\-
-
i

-
Hll

-~
Hll

Zhou et al, DocPrompting: Generating code by retrieving the docs, ICLR 2023



Learning to read the documents

D\/ v 4 X

log p(c * |

View slurm jobs submitted]
(A . . . .
by shuyanzh every 5 secs retrieves irrelevant information!

g v/

squeue is used to view job

... by slurm

? of

-u <user_list> —user=<..

Specify the usernames ..

\_

g X o . . .
Is is used to list the Learning to ignore irrelevant information

information ....

-

Zhou et al, DocPrompting: Generating code by retrieving the docs, ICLR 2023



DocPrompting is applicable to various model architectures

NL + doc 3

Zhou, Alon, Xu, Wang, Jiang, Neubig, DocPrompting, ICLR 2023

prefix generation -

[FID, Izacard and Grave] 45



DocPrompting allows models to adapt to unseen tools
without explicit demonstrations

Docs for held-out
commands Bash command exact match (%)

175B

22.55

Retriever

> &

2.18

(Generator

CodeTb n OpenAl +
(supervised) DocPrompting Codex In-doc retrieval

Zhou et al, DocPrompting: Generating code by retrieving the docs, ICLR 2023
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DocPrompting allows models to adapt to unseen tools
without explicit demonstrations

Docs for held-out

CodeTb CodeTb+DocPrompting
Python APIs 40
— — 34.46
= = 31.87
30 27.54 27.08
. 378 25.54
S 18.7
!
<3 .
26
1@41
.
1 10 50 100 200

Execution-based Evaluation for
Python code generation (CoNaLa)

Zhou et al, DocPrompting: Generating code by retrieving the docs, ICLR 2023
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Docs ease the mapping between NL and code

Ul NL <= Code | NL <> Docs 1 (NL + Docs) <= Code
39

«03»

40

V)
-

Recall(%)
S

p—
-

-

N-gram Matching Recall

Zhou et al, DocPrompting: Generating code by retrieving the docs, ICLR 2023
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What docs created by humans that
explain the tool usage

retrieval and doc-augmented
How .
generation

Q Up-to-date knowledge

- Theorem proving [Wu et al,

Human-written docs as

. - Proprietary code libraries [Z
learning resources

- API use in products

- [Zhou et al, Generating Code

+ Code document , | -
. Explanations with Controllability on
generation Purpose]
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