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Lecture 3: Tokenization

Tentative schedule

• Participate in two for the class participation + 3 more for 3% extra 
credits.  
• Paper readings 
• Attend the talk in person 
• Ask questions



授⼈以⿂，不如授之以漁
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• Give a man a fish and you feed him for a day; 
teach a man to fish and you feed him for a 
lifetime 

• As a CS major, instead of memorizing 
thousands of coding examples, you can learn 
to code in a new programming language by 
reading docs and tutorials, searching Q&A on 
StackOverflow…  

• How to teach LLMs to learn new skills? 
• Retrieval-augmented LLMs 
• Instruction tuning for LLMs 
• LLM alignment …
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Retrieval-augmented LLMs

• How do we keep LLMs update-to-date 
without further training? 

• Alleviate problems of hallucinations, 
lack of attributions, copyright in LLMs 

• Smaller size, better performance?

https://swj0419.github.io https://thesequence.substack.com/p/edge-301-retrieval-augmented-language

https://swj0419.github.io
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Instruction tuning for LLMs

• How do we make LLMs more 
controllable by following specific 
instructions? 

• Why following human instructions is 
important? 

• That is the reason why you can prompt 
a single LLM to perform many tasks !!!

https://homes.cs.washington.edu/~yizhongw
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LLM alignment

• How do we create LLMs that behaves in 
accordance with what a human wants? 

• Who is the human? What is “a human 
wants”? 

• If we have AI systems with skills that we 
find important or useful, how do we adapt 
those systems to reliably use those skills 
to do things we want? - Sam Bowman 

• How do we align their (implicit) goals with 
the goals and values of their users?

https://ruiqi-zhong.github.io



LLMs/VLMs beyond chatting
Embodied LLMs/VLMs
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• Not just chatting with you, can we use LLMs/VLMs as brains of intelligent agents 
that can interact with and learn from humans and real-world environments 
(database, web browser, systems, physical world)?



LLMs/VLMs as agents
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• The LLM/VLM agents need to make 
decisions for solving complex/abstract 
problems. 

• How LLMs/VLMs as agents?

https://ysymyth.github.io 
To be confirmed

https://ysymyth.github.io


LLMs/VLMs + robotics/embodied AI

Natural Language Processing - CSE 517 / CSE 447 Lecture 4: Natural Language Generation11

• LLMs/VLMs + robotic agents enables 
LLMs/VLMs to take actions in real-world 
environments 

• Multimodal LMs
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Foundation models for code and math

• How do we train LLMs that perform 
better on coding and math problems?  

• Automatically write programs is one of 
the oldest and hardest problems in AI 
and CS 

• How to use LLMs in an interactive 
software engineering development 
environment? 

https://niansong1996.github.io
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LLM efficient training and tuning methods
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Efficient LLM methods

• The computational and storage costs 
of LLM tuning and inference are 
usually too high, how can we reduct 
the costs? 

• Parameter-efficient LM tuning 
approaches only fine-tune a small 
number of (extra) model parameters 
while freezing most parameters of the 
pretrained LLMs, thereby greatly 
decreasing the computational and 
storage costs.

https://berlino.github.io/
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LLM parallel pretraining

• Bigger models means more compute 
to train them. How to conduct data 
and model parallel training? 

• Split the data and distribute data 
batches among replicas of the model. 
Partition the model across GPUs 

• DeepSpeed architecture 

https://quentin-anthony.github.io 
To be confirmed

https://quentin-anthony.github.io


Other topics
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• LM evaluation, data, and benchmarking 

• Bias, toxicity, and privacy in LLMs 

• …


