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● Recap of text classification

● Why word embeddings?

● What are word embeddings?

● Word vectors and word2vec

Lecture plan



Why word embeddings?

https://instructor-embedding.github.io/



Text embeddings for retrieval

Language models without retrieval



Text embeddings for retrieval

Retrieval-augmented language models



Retrieval-augmented language models

Course survey



Who is the president of 
Argentina?

ChatGPT

Retrieve 
update-to-date info

Datastore

+ external knowledge during inference
+ update-to-date info
+ domain specific or private date

Javier Milei

Text embeddings for retrieval



Harry felt Greenback collapse… on the floor as a jet ofdatastore

“The Boy Who Lived.” He 
saw the mouth move and 

a flash of green …

Voldemort’s want just as 
a jet of red light …

Voldemort cried, “Avada 
Kedavra!” A jet of green 
light issued …from …

Encoder

Encoder

Encoder

Text vector space Fast nearest neighbor 
search

Encoder

Text embeddings for retrieval



● Word embeddings: Vector representations of word meaning

● The big idea: model of meaning focusing on similarity

What are word embeddings?

Each word = a vector
Similar words are “nearby” 

in the vector space”



● Which among these models is capable of producing word embeddings?

○ word2vec

○ BERT

○ T5

○ GPT4

What are word embeddings?



How do we represent words in NLP models?



How do we represent words in NLP models?



What do words mean?



Lexical resources

http://wordnetweb.princeton.edu/

(-) Huge amounts of human labor to create and maintain



Lexical resources

http://wordnetweb.princeton.edu/

(-) hard to keep update-to-date



Distributional hypothesis



Distributional hypothesis
Distributional hypothesis: words that occur in similar contexts tend to have similar 
meaning
                                             J.R.Firth 1957

“You shall know a word by the company it keeps”
One of the most successful ideas of modern statistical NLP!

These context words will represent “banking”.

When a word w appears in a text, its context is the set of words that appear nearby (within a 
fixed-size window).



“Ongchoi”

● Ongchoi is delicious sautéed with garlic 

● Ongchoi is superb over rice 

● Ongchoi leaves with salty sauces

Distributional hypothesis

Q: What do you think ‘Ongchoi’ means?
A) a savory snack
B) a green vegetable
C) an alcoholic beverage
D) a cooking sauce



“Ongchoi”

● Ongchoi is delicious sautéed with garlic 

● Ongchoi is superb over rice 

● Ongchoi leaves with salty sauces

Distributional hypothesis

You may have seen these 
sentences before:

Spinach sautéed with garlic over rice 

chard stems and leaves are delicious 

collard greens and other salty leafty greens



“Ongchoi”

● Ongchoi is a leafty green like spinach, chard or collard greens

Distributional hypothesis



● Count the words in the context of ongchoi 

● See what other words occur in those contexts

How can do the same thing computationally?

We can represent a word’s context using vectors!



● First solution: Let’s use word-word co-occurrence counts to represent the 
meaning of words!

● Each word is represented by the corresponding row vector

Words and vectors

Most entries are 0s ⟹ sparse vectors

context words: 4 words to the left + 4 words to the right



Measuring similarity

A common similarity metric: cosine of the 
angle between the two vectors (the larger, the 
more similar the two vectors are)



Measuring similarity



Measuring similarity



● The vectors in the word-word occurrence matrix are

○ Long: vocabulary size

○ Sparse: most are 0’s

Sparse vs. dense vectors



● The vectors in the word-word occurrence matrix are

○ Long: vocabulary size

○ Sparse: most are 0’s

● Alternative: we want to represent words as short (50-300 dimensional) & dense 

(real-valued) vectors

○ The basis for modern NLP systems

Sparse vs. dense vectors



● Short vectors are easier to use as features in ML systems
● Dense vectors generalize better than explicit counts (points in real space vs points 

in integer space)
● Sparse vectors can’t capture higher-order co-occurrence

○ w1 co-occurs with “car”, w2 co-occurs with “automobile”
○ They should be similar but they aren’t because “car” and 

“automobile” are distinct dimensions
● In practice, they work better!

Why dense vectors?



● Count-based methods: Singular value decomposition (SVD) of count matrix

How to get short dense vectors?

We can approximate the full 
matrix by only keeping the top 
k (e.g., 100) singular values!



● Count-based methods: Singular value decomposition (SVD) of count matrix

● Prediction-based methods: 

○ Vectors are created by training a classifier to predict whether a word c (“pie”) 

is likely to appear in the context of a word w (“cherry”) 

○ Examples: word2vec (Mikolov et al., 2013), Glove (Pennington et al., 2014), 

FastText (Bojanowski et al., 2017)

How to get short dense vectors?



How to get short dense vectors?

● Goal: represent words as short (50-300 dimensional) & dense (real-valued) vectors



Word embeddings: word2vec



● Word embeddings are learned representations from text for representing words

Word embeddings: the learning problem



● word2vec: https://code.google.com/archive/p/word2vec/ 

● GloVe: https://nlp.stanford.edu/projects/glove/ 

● FastText: https://fasttext.cc/ 

Trained word embeddings available

Differ in algorithms, text corpora, dimensions, cased/uncased… 
Applied to many other languages

https://code.google.com/archive/p/word2vec/
https://nlp.stanford.edu/projects/glove/
https://fasttext.cc/


● Basic property: similar words have similar vectors

Word embeddings

cos(u, v) ranges between -1 and 1



● Basic property: similar words have similar vectors

Word embeddings

(Pennington et al, 2014): GloVe: Global Vectors for Word Representation



● Basic property: similar words have similar vectors

● They have some other nice properties too!

Word embeddings

Word analogy test: a : a* :: b : b*



● They have some other nice properties too!

Word embeddings

(Mikolov et al, 2013): Exploiting Similarities among Languages for Machine Translation



Embeddings reflect cultural bias



● Word embeddings are learned representations from text for representing words

Word embeddings: the learning problem



● (Mikolov et al 2013a): Efficient Estimation of Word Representations in Vector Space

● (Mikolov et al 2013b): Distributed Representations of Words and Phrases and their Compositionality

word2vec

Skip-gramContinuous Bag of Words (CBOW)

Thomas Mikolov



● Assume that we have a large corpus w1, w2, …, wT ∈ V

● Key idea: Use each word to predict other words in its context 

● Context: a fixed window of size 2m (m = 2 in the example)

Skip-gram



Skip-gram

Convert the training data into: 
(into, problems)
(into, turning) 
(into, banking) 
(into, crises) 
(banking, turning) 
(banking, into) 
(banking, crises) 
(banking, as)
…



Skip-gram: objective function



How to define               ?



● In this formulation, we don’t care about the classification task itself like we do for the 

logistic regression model we saw previously.

● The key point is that the parameters used to optimize this training objective— when 

the training corpus is large enough—can give us very good representations of words 

(following the principle of distributional hypothesis)!

Skip-gram: objective function



How many parameters in this model?



How many parameters in this model?



word2vec formulation



word2vec formulation



How to train this model?



Let’s compute gradients for word2vec



Let’s compute gradients for word2vec



Let’s compute gradients for word2vec



Overall algorithm



Skip-gram with negative sampling (SGNS)



Skip-gram with negative sampling (SGNS)



Understanding SGNS



Understanding SGNS



L5: Word Embeddings (cont’d)


