
Lecture 19: Intro to Advanced Topics

COMP 3361 Natural Language Processing

Spring 2025



Lecture 3: Tokenization

Tentative schedule

• Participate in two for the class participation (2% for each) + 1 more for 
1% extra credits. 

• Paper readings

• Attend the talk in person (attendance will be taken)

• Ask questions
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Retrieval-augmented LLMs

• How do we keep LLMs update-to-date without further training?


• Alleviate problems of hallucinations, lack of attributions, copyright in LLMs


• Smaller size, better performance?
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Instruction tuning for LLMs

• How do we make LLMs more controllable by following specific instructions?


• Why following human instructions is important?


• That is the reason why you can prompt a single LLM to perform many tasks !!!

Finetuned Language Models Are Zero-Shot Learners 

Self-Instruct: Aligning Language Model with Self-Generated Instructions
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LLM alignment

• How do we create LLMs that behaves 
in accordance with what a human 
wants?


• How can we ensure powerful AI 
systems remain aligned with human 
values and reliable in their reasoning?


• To build trustworthy and aligned AI 
systems as their capabilities continue 
to grow.

https://www.cs.cmu.edu/~zhiqings

Zhiqing is the lead of Deep Research agent at OpenAI

https://openai.com/index/introducing-deep-research 

https://openai.com/index/introducing-deep-research
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LLM explainability & reliability

• How can we build explainable AI 
systems to better understand the 
behavior of LLMs?


• What methods improve the calibration 
and reduce the sensitivity of LLMs to 
ensure reliable outputs?

https://yandachen.github.io

Reasoning Models Don’t Always Say What They Think
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Scaling RL for LLM reasoning

• How and why large-scale reinforcement 
learning can enhance reasoning 
capabilities in large language models?


• How do learning and search mechanisms 
enable language model agents to scale 
effectively for complex reasoning tasks? https://www.jiayipan.com

DeepSeek-R1: Incentivizing Reasoning Capability in LLMs via Reinforcement Learning



LLMs/VLMs beyond chatting
Embodied LLMs/VLMs
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LLMs/VLMs beyond chatting
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• Not just chatting with you, can we use LLMs/VLMs as brains of intelligent agents 
that can interact with and learn from humans and real-world environments 
(database, web browser, systems, physical world)?
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LLM/VLMs as agents

https://openai.com/index/computer-using-agent/

LLM/
VLMs
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LLM/VLMs as agents

LLM/
VLMs

•Reasoning by generating tokens is a new type of action 
(vs. actions in external environments) 

• Internal environment, where reasoning takes place in an 

inner monologue fashion

•Self-reflection is a ‘meta’ reasoning action (i.e., reasoning 

over the reasoning process), akin to metacognitive 
functions

•Reasoning is for better acting, by inferring environmental 

states, retrospection, dynamic replanning, etc.

•Percept and external action spaces are substantially 

expanded, thanks to using language for communication 
and multimodal perception 
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Reasoning with acting
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• The LLM/VLM agents need to make 
decisions for solving complex/abstract 
problems.


• How LLMs/VLMs as agents? How to use 
LLMs in an interactive software 
engineering development environment? https://john-b-yang.github.io

Can Language Models Resolve Real-World GitHub Issues?

SWE-agent: Agent-Computer Interfaces Enable Automated Software Engineering

https://ysymyth.github.io


LLMs/VLMs + robotics/embodied AI

Natural Language Processing - CSE 517 / CSE 447 Lecture 4: Natural Language Generation14

• LLMs/VLMs + robotic agents enables 
LLMs/VLMs to take actions in real-world 
environments


• Multimodal LMs
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LLM efficient training and tuning methods
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Core challenges with scale: efficiency

• The computational and storage costs of LLM tuning and inference are usually too 
high, how can we reduct the costs?
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Efficient LLM methods

• The computational and storage costs of LLM tuning and inference are usually too 
high, how can we reduct the costs?


• Parameter-efficient LM tuning approaches only fine-tune a small number of 
(extra) model parameters while freezing most parameters of the pretrained LLMs, 
thereby greatly decreasing the computational and storage costs.

LoRA: Low-Rank Adaptation of Large Language Models

FlashAttention: Fast and Memory-Efficient Exact Attention with IO-Awareness

LoRA
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LLM parallel pretraining

• Bigger models means more compute 
to train them. How to conduct data 
and model parallel training?


• Split the data and distribute data 
batches among replicas of the model. 
Partition the model across GPUs


• DeepSpeed architecture 



Other topics
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• LM evaluation, data, and benchmarking


• Bias, toxicity, and privacy in LLMs


• …


