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Evaluating natural language generation
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Types of text evaluation methods
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Content Overlap Metrics Model-based Metrics Human Evaluation

Ref: They walked to the grocery store. 
 
Gen: The woman went to the hardware store.



Content overlap metrics
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• Compute a score that indicates the similarity between generated and gold-standard (often 
human-written) text 

• Fast and efficient; widely used (e.g. for MT and summarization) 
• Dominant approach: N-gram overlap metrics 

• e.g., BLEU, ROUGE, METEOR, CIDEr, etc.

 Ref: They walked to the grocery store. 
 
Gen: The woman went to the hardware store.
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• Dominant approach: N-gram overlap metrics 
• e.g., BLEU, ROUGE, METEOR, CIDEr, etc. 

• Not ideal even for less open-ended tasks - e.g., machine translation 

• They get progressively much worse for more open-ended tasks 
• Worse for summarization, as longer summaries are harder to measure 
• Much worse for dialogue (in how many ways can you respond to your friend?) 
• Much, much worse for story generation, which is also open-ended, but whose sequence 
length can make it seem you're getting decent scores!

Content overlap metrics



A simple failure case
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• N-gram overlap metrics have no concept of semantic relatedness!

Yes for sure!

Sure I do!

Yes!

No for sure...

Score:

0.61

0.25

0.0

0.61

False negative

False positive

Are you enjoying the 
NLP class?

For sure!



A more comprehensive failure analysis
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• Higher n-gram overlap does not imply higher human score.



Model-based metrics to capture more semantics
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• Use learned representation of words and 
sentences to compute semantic similarity 
between generated and reference texts 

• No more n-gram bottleneck: text units 
are represented as embeddings! 

• Even though embeddings are pre-
trained, distance metrics used to measure 
similarity can be fixed.



Model-based metrics: Word distance functions
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Vector Similarity
Embedding-based similarity for 
semantic distance between text. 

• Embedding Average (Liu et al., 2016) 
• Vector Extrema (Liu et al., 2016)

• MEANT (Lo, 2017)

• YISI (Lo, 2019)

Word Mover's 
Distance
Measures the distance between 
two sequences using word 
embedding similarity matching. 

• (Kusner et al., 2015; Zhao et al., 2019)

BERTSCORE
Uses pre-trained contextual embeddings from BERT 
and matches words in candidate and reference 
sentences by cosine similarity. 

• (Zhang et al., 2019)



Model-based metrics: LLM as evaluator
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• Directly prompt LLM (GPT-4) to evaluate generated 
text. 
• Can be customized with evaluation criteria 
• (Often) better correlation with human evaluators 
than task-specific metrics (e.g. ROUGE) 

• (Often) is cheaper than human evaluation 

• Limitations 
• Brittleness: LLM evaluation can significantly vary 
when given different prompts! 

• Potential self-bias - LLMs may prefer what LLMs 
have generated...

Liu et al. 2023

Hsu et al. EMNLP Findings, 2023



Human evaluations
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• Automatic metrics fall short of matching human decisions 

• Most important form of evaluation for text generation systems 

• Gold standard in developing new automatic metrics 
• Better automatic metrics will better correlate with human judgements!
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• Sounds easy, but hard in practice: Ask humans to evaluate the quality of text 

• Typical evaluation dimensions: 
• fluency 
• coherence / consistency 
• factuality and correctness 
• commonsense 
• style / formality 
• grammaticality 
• typicality 
• redundancy 
• ...

Note: Don't compare human 
evaluation scores across 

different studies 

Even if they claim to evaluate 
on the same dimensions!

Human evaluations
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• Chatbot Arena: An Open Platform for Evaluating LLMs by Human Preference 
• Try it out: https://lmarena.ai

Chatbot Arena

https://huggingface.co/spaces/lmsys/chatbot-arena-leaderboard

https://arena.lmsys.org


Evaluation: Takeaways
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• Content-overlap metrics provide a good starting point for evaluating the generation quality, 
but they're not good enough on their own 

• Model-based metrics can be more correlated with human judgment, but often are not 
interpretable 

• Human judgments are critical 
• But humans are inconsistent! 

• In many cases, the best judge of output quality is YOU! 
• Look at the actual generations - don't just rely on numbers. 
• Publicly release large samples of outputs from your system!



Concluding Thoughts
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• Interacting with NLG systems quickly shows their limitations 

• Even in tasks with more progress, there are still many improvements ahead 

• Evaluation remains a huge challenge 

• We need betters ways to automatically evaluate NLG systems 

• One of the most exciting areas of NLP to work in! 



LLM/VLM benchmarks and evaluation
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Lecture 3: Tokenization

LLM benchmarks

https://www.anthropic.com/news/claude-3-7-sonnet
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Multilingual QA

• MMMLU: Multilingual extension of Massive Multitask Language Understanding (MMLU) 
• Covering 57 subjects including elementary mathematics, US history, computer 

science, law, and more, with 15908 questions in total.

Measuring Massive Multitask Language Understanding
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Visual reasoning

• MMMU: A Massive Multi-discipline Multimodal Understanding and Reasoning Benchmark 
• Including 11.5K meticulously collected multimodal questions from college exams, 

quizzes, and textbooks, covering six core disciplines.

MMMU: A Massive Multi-discipline Multimodal Understanding and Reasoning Benchmark for Expert AGI
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Math problem-solving

• MATH 500: 500 math problems- spanning topics like probability, algebra, trigonometry, and 
geometry. 

• AIME 2024: Problems from the American Invitational Mathematics Examination (a prestigious 
high school mathematics competition) 2024

Measuring Mathematical Problem Solving With the MATH Dataset

https://huggingface.co/datasets/HuggingFaceH4/MATH-500
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Graduate-level reasoning

• GPQA 
• a challenging dataset of 448 multiple-choice questions written by domain 

experts in biology, physics, and chemistry.

GPQA: A Graduate-Level Google-Proof Q&A Benchmark
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LLM/VLMs as agents

https://openai.com/index/computer-using-agent/

LLM/VLMs



Lecture 3: Tokenization

LLM/VLMs as agents

https://openai.com/index/computer-using-agent/
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Agents coding

• SWE-bench: Project-level coding tasks 
• Environment: project code repos, filesystems, IDEs…  
• Observation space: code files, running outputs, docs, errors/issues, commit history…  
• Action space: code edits, file search/view, test updates…

SWE-bench: Can Language Models Resolve Real-World GitHub Issues?, (Jimenez et al., 2023) Spider 2.0: 
Evaluating Language Models on Real-World Enterprise Text-to-SQL Workflows, (Lei et al., 2024) MLE-bench: 
Evaluating Machine Learning Agents on Machine Learning Engineering, (Chan et al., 2024)
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Agentic tool use

• TAU-bench: API/functional calling for tool use 
• Environment: software systems such as databases, app/web services…  
• Observation space: API docs, system info, error messages and logs…  
• Action space: function calls, error handling routines…

τ-bench: A Benchmark for Tool-Agent-User Interaction in Real-World Domains, (Yao et al., 2024)



Lecture 3: Tokenization

Web/app agents

• WebArena: LLM/VLMs as agents for web/app use  
• Environment: web browsers/apps  
• Observation space: screenshots, DOM trees, HTML, historical actions…  
• Action space: browser/app controls (e.g., click, type, scroll, drag, hover…)

World of Bits: An Open-Domain Platform for Web-Based Agents, (Shi et al., 2017) 
Mind2Web: Towards a Generalist Agent for the Web, (Deng et al., 2023)
 WebArena: A Realistic Web Environment for Building Autonomous Agents, (Zhou et al., 2023)



Lecture 3: Tokenization

Universal digital environment?
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Computer use agents

• OSWorld: Computer use for universal digital tasks  
• Environment: desktop operating systems  
• Observation space: desktop screenshots, a11y trees, historical actions…  
• Action space: keyboard/mouse controls (e.g., click, type, drag, shortcuts)

OpenAI Universe, (OpenAI, 2016) 
OSWorld: Benchmarking Multimodal Agents for Open-Ended Tasks in Real Computer Environments, (Xie et al., 2024)

Try it out: https://arena.xlang.ai



Lecture 3: Tokenization

Agents in physical world: robotics

• Robotics for physical interaction  
• Environment: physical world spaces  
• Observation space: visual input, sensor readings, physical states, proprioception…  
• Action space: motor controls (e.g., move, grasp, manipulate…)Environment: desktop operating systems 


