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Natural language generation with LLMs

* |arge Language Models are (mostly)
natural language generation (NLG)

systems!

e The process of generating natural
language text with LLMs is called

decoding.

| [Ms could perform NLG tasks (e.g., see
next slides), and many other tasks (e.g.,
question answering, sentiment analysis,
code generation, information extraction...)
can be formatted as NLG tasks too!
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Machine translation

S-Curves in the History of Machine Translation

English

Misl = 50| 22|21 happy new year!

sashae bog manh-i bad-euseyo!

Quality (Accuracy and Fluency)

1940s 1950s 1960s 1970s 1980s 1990s 2000s 2010s

Decade



Dialogue systems




ummarization

Document Summarization Email Summarization Meeting Summarization

Speaker 1: We'lldoit on 1¥ is fine.
Speaker 4: Okay
Speaker 7. Alex Vasquez will gel the slep orwerd

— - — . i , . .
EEEEEEE— Speaker C:  (ood evening, Mayor and city council. I'm gaing to turn it over to
> — Jolene Richardson.

Speaker 1: 5She's ocur nsk manager anc she'll give @ brief overview of this

pa-ticular report. Even the mayd” and council. This s for tre city's
annual renewal, for the excess werkers compensation insurance,
which is imgortant for us to continue to prov de coverage fer cur
employees. It alsc helos us to reduce our negetive firancial
consecuencas for our high exposures or losses that may resul: from
njuries or deaths due to accidents, fire o~ terrorist attacks and
earthquakes during work hours. This coverage will be obtained
through the city's casualty.

Spcaker C: Broker for a recerd.

Speaker 1: Alliant Insurance Services. This year's palicy for excess workers
rompensation will cantinue tn provide 150 millien and coverage
access of 5 milion sef-insured retention at a premium of

© 0 v

USCUS H-1B Visa Application Status

FRANCISUO, LEGAL, LULY, & YOU SUMMARY ® 4 min sevec

Lucy’s H-1B visa petitior has been se'ected. The
p Francisco Gallegos next step is for the firm tc file Fcrm F129. You

The H-IB can situation ar - peed to provide Lucy’s officiel cffer letter anc
record of working hours by May Ist.

llllllllllllll

@

Fer the USCIS regulaticns, the next step in the process is
office to file the Form |-129. According to 8 C.F.R. § 27412 (o) (20), if

the H-1B applicant is currently in H-1B status with their accredited

5505,134, which represents an increase of approximately 6.6%
from the expiring policy due 1o ircarease in city's payroll. | think if
there's any quastions, we'd ke happy to answer ...

N SR S —— ——— — — — —— - — - - — o——— - —— —— —_

university, it is possible to get an extension while searching for work

190 + e Ll : Reference Summary: Recommendation to authorize City Manager, or designec, :
' i o purchase, through All ant Insurance Services, excess workers' compensaion
© techcrunch.com ' insurance with Safaty National Casualty Cerporation, “cr a total pramium amount
not to axceed S505,134, “cr tha period of July 1, 202C through July 1, 2021 '

U

© http://mogren.one/lic/

Hu et al., 2023


http://mogren.one/lic/
http://techcrunch.com

More interesting NLG uses

Creative Stories

~ [] ® big bird's birthday celebration
Story E3J e cookie monster eats
Outline P] e rolier skating rink

L Laoley &

Plot dynamics

P! = paragraph i

Outline-conditioned Story Generation

Data-to-Text Generation

It is Big Bird's birthday, and he goes to the roller
skating rink with his friends.

Back at Sesame Street, Maria and Susan take out the big
birthday cake and leave it on a table.

Cookie Monster sees the cake, but instead of eating it
and spoiling the party, he eats a chair and other things all
over Sesame Street.

Big Bird and the other skaters return to Sesame Street
and are shocked at what Cookie Monster ate, though the
cake is safe.

Gina and Count Von Count presents the cake to Big Bird.
It has 548 candles even though Big Bird is 6 years old.

At the end, when Gina announces the sponsors, Cookie
Monster eats them along with his cake.

Rashkin et al., EMNLP 2020

Jdinese
Caleic .
o Q«:ﬁ} ¢5>» Serie A <2 champions <J> Juventus F.C.
"'\ & o ¢5> Zuclano Spalletti «<P> club <J> Cdinese
\\‘ﬁ' \&g}& Calefo <8> A.8. Roma 4P> manager 40> Luctann
Sara A ‘\\ o Spalle——i <8> N.8. Roma <P> Tragur 20> Seraoo A
N \
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2| § | sss————
. L)
£ &
5 Ny S AS Rome play in the Szrie A leagus wihers Juventus FC ere
~ the champions. Their menager is Lwdano Spalletli who has
- © b2en associatad with Udinese Calcio,
Juventus FC A Roma
- . ~ <rain inform arriveby = 11:S1 train resusst
‘Dcmar. train ‘ people = 2
|
I Inform amve_by : 11:51 |
' The dosest arrival time | can give you is 11:51 , is that
Request num la . - N ‘
q Pedp o< 7 And how many tickets would yvou |ike ?
<pace_title> Cristhian Stuani </page_title>
<zectior_title> Irnternational qoals </3ection_title>
Table Title: Cristhian Stuani <table> <cell> 2, <col_header> Na, </col_header> <fcell>

<ecell> 17 November 2013 <ool_header> Date </col _headers>

Section Title: Interalional goals

— - T - </eell? <cell> Pmman International Stadiam, Amman,
_NU-J Cat2 Venue _OFPOW"{_R“U“' Jordar <ecl_keader> Venue </ocal_header> </cell> <ecell>

Jordar <enl keaders Onnanent </Joal headers </cell>

3 Amman 11> §-C 1 keag Resalt </oal _head 11
: <o 2 2L <o Eacer> esalt <700 aeaders <Joe >
2 November hh‘emat»anal Jordar  5-0 P ) - -
2013 Stadeum, </table>

AmmEan, Jordan] = | | eeeesecececcccccccccccccccccccsccccccccccccceesesecccec e e e e e eaaee

0On 13 November 2013 Cristhian Stuani nettad the caconc in a 5=0 win
in Jordan.

Kale et al., INLG 2020

Visual Description

Two children are sitting at a table in a restaurant. The children are one
little girl and one little boy. The little girl is eating a pink frosted donut
with white icing lines on top of it. The girl has blonde hair and is wearing
a green jacket with a black long sleeve shirt underneath. The little boy is
wearing a hlack zip up jacket and is halding his finger ta his lip but is not
eating. A metal napkin dispenser is in between them at the table. The
wall next to them is white brick. Two adults are on the other side of the
short white brick wall. The room has white circular lights on the ceiling
and a large window in the front of the restaurant. It is daylight outside.

Krause et al. CVPR 2017



Even more NLG tasks

Code generation

Sincr_list(l: list):
' keturn A"»'-‘ MMt "~"IH'" 5 1ncremented il‘;
incr__ist([1, 2
2, 3, 4]
2% oincr . t(lH, . Z 3. ). 1231
) $ 4 |4 !

return [2 + 7 for 1 in 1]

soluzion(lst):

""'Civen a non-empty list ¢f integers, return the sum of all of the odd zlewents
that are in even positionrs,

Examples

sclutiondlS, 8, J, 1]) ==»1%

aglution([3

csalution([30. 13, 24  3217) ==>0

return sun(lst[i] for 1 in range(0,len(lst)) if 1 % 2 == 0 and 1st[i] % 2 == 1)

Math reasoning

Problem: Beth bakes 4, 2 dozen batches of cookies in a week. If these cookies are shared amongst 16 people equally, how many cookies does
cach person consume?

Solution: Beth bakes 4 2 dozen batches of cookies for a tolal of 472 = <<4"2=85>8 dozen cookies

There are 12 cookias in a dozen and sha makes 8 dozen cockies for a lalal of 1278 = <<1278=06>>96 cookies

She splits the 96 cockies equally amongsl 18 people so they each eal 98/18 = <<Y8/16=6>>8 cookies

Final Answer: 6

Problem: Mrs. Lim milks her cows twics & day. Yesterday morning, she got 68 gallons of milk and in the evening, she got 82 gallons. This morning.
she got 18 gallons fewer than she had yesterday moming. After selling some gallons of milk in the afternoon, Mrs. Lim has only 24 gallons left. How
much was her revenue for the milk f each gallon costs $3.507

Mrs. Lim gal 68 gallons - 18 gallons = <<€6-716=50>>50 gallons this morning.

So she was able to get a total of 88 gallons + 82 gallons + 50 gallons = <<BE+82+50=200>>200 gallons.

She was able to sell 200 gallons - 24 gallons = <<200-24=176>>176 gallons.

Thus, her total revenue for the milk is $3.50/galon x 176 gallons = $<<3.50"176-616>>616.

Final Answer: 616

More...



Categorization of NLG tasks

Spectrum of open-endedness tor NLG tasks

Bl o~ ok aiEa ERe-ahe A SONR R s S v 8 " = ¥ RS <ok alsa A a 4 -8 7 e \% s~ o nalsa S V- g -8 7 = \'¥ R ok
> Iy - » " >y L €. el . P -", v RS o= - = . . . P SNy vy - .- bed . . . . . - . T P NGy vy - g ed . el - et - . . P SNy vy -

Machine

. Summarization
Translation

Source Sentence: Mllaf] £ BHO| HIO M|

Reterence Translations:
1. Happy new year!
2. Wish you a great year ahead!

3. Have a prosperous new year!

The output space is not diverse.




Machine Task-driven Chit-Chat

Categorization of NLG tasks

Spectrum of open-endedness tor NLG tasks

Bl o~ ok BT~ o BT~ ok
= oee o = . = Soea o

Summarization

Translation Dialog Dialog

Input: Hey, how are you doing?

Reference Outputs:

1. Good, you?

2.1

ust heard an exciting news, do you want to hear it?

3. T

nanks for asking! Barely surviving my homeworks.

The output space is getting more diverse...




Categorization of NLG tasks

Spectrum of open-endedness tor NLG tasks

y - alsa A e g 2 2 DA d T I~ ok BT~ o BT~ ok
> DA - : - : ISP B s L. o o oo > . .

Machine o Task-driven Chit-Chat Story
, Summarization . . .
Translation Dialog Dialog Generation

Input: Write a story about three little pigs?

Reference Outputs:

... (so may options)...

The output space is extremely diverse.




Categorization of NLG tasks

Less open-ended More open-ended
Machine o Task-driven Chit-Chat Story
, Summarization , , ,
Translation Dialog Dialog Generation

Less open-ended generation: the input mostly determines the correct output generation.

More open-ended generation: the output distribution still has high degree of freedom.

Remark: One way of formalizing categorization is entropy.

Tasks with different characteristics require different decoding and/or training approaches!



How to control open-endedness in ChatGPT?

O
SYSTEM USER The developer was a... 20

ASSISTANT oerson or team responsible for creating and
maintaining scftware or computer programs.

® Add message

Presence penalty 0

& APT and Playground requests
will not be usad to train our
mocels . '

ChatGPT APl web interface

Note: We will learn these decoding methods used in ChatGPT/GPT4 in this lecture!



Neural language models

® Input: sequences of words (or tokens)

® Output: probability distribution over the next word (token)
p(x|START) p(x|START I)p(z|---went) p(z|---to) p(z|---the) p(x|---park) p(x|START I went to the park.)

The 3 think 11% to 35% the 29%]| |bathroo 3% and 14% I 21%
When 2.5%|| was 5% back 8% a 9% | | doctor 2% with 9 It 6
They 2% || went 2% into 5% see 5% | |hospita 2% , 8% The 3%

am 1% [|through 4% my 3% || store 1.5% to 7% || There 3%
I 1% will 1% out 3% bed 2%
like 0.5% on 2% || school 1% park 0.5% : 6% | | STOP 1%
Banana0.1% e %0

Neural Network




Autoregressive NLG with LLMs

* |n autoregressive (decoder-only) LLMs, at each time step t, our model takes in a
sequence of tokens as input {y}_, and outputs a new token, y,

) f’q yﬂ i

1

- Text Generation Model

A A A A A A

Yt—4 Yt-3 Yt—2 Yt—1 \jt \34_1




Autoregressive NLG with LLMs

e Ateachtime stept, our model computes a vector of scores for each token in our
vocabulary, S e R" :

S =f({y}:0)

f(-;0)is your model

e Then, we compute a probability distribution P over w € V using these scores:

exp(s,,)

P(y,=wl|{y,}) = m
w'eV w’



A look at a single step

e Ateach time stept, our model computes a vector of scores tfor each token in
our vocabulary, S € R". Then, we compute a probability distribution P over

w € V using these scores:

Py, | {y<})

=

S
A T . AN
- Text Generation Model
e %

I

Yi—4 Yi-3 Yi—2 Yi—1




Recap: training and inference LLMs

e Atinference time, our decoding algorithm g defines a function to select a token

j\/t — g(P(yt‘ {Y<t}))

* An "obvious" decoding algorithm is to greedily choose the token with the highest probability at
each time step

from this distribution:

2( - ) is your decoding algorithm

e Attrain time, we train the model to minimize the negative log-likelihood of the
next token in the given sequence:
Remark:

L,=—log P(y*|{y*})

e This is just a classification task where each w € V as a class.

» The label at each step is y* in the training sequence.
* This token is often called "gold" or "ground-truth" token.
e This algorithm is often called "teacher-tforcing".




Recap: Maximum Likelihood Training

e Trained to generate the next word y* given a set of preceding words {y*} _,
L = —log Py |¥5)

P

A

- Text Generation Model




Recap: Maximum Likelihood Training

e Trained to generate the next word y* given a set of preceding words {y*} _,

L=- (10g P(y7|yy) + log P(y; \ygf,y;“))

A Y5

A A

- Text Generation Model




Recap: Maximum Likelihood Training

e Trained to generate the next word y* given a set of preceding words {y*} _,

[ = — (1ogP(y;’< |y + log POy | vy, y7°) + log P(y3 \yg‘%ﬁ»ﬁ))

k k K
Y] Vi Y
A A A

- Text Generation Model

Yo P Y3y



Recap: Maximum Likelihood Training

e Trained to generate the next word y* given a set of preceding words {y*} _,

T
L=-— Z log P(y* | {y*} <))
=1

<END>
K S kK K K K

A A A

- Text Generation Model

I I

Yo P Y3y Yo Y Vi




Decoding from LLMs

e Ateach time stept, our model computes a vector of scores for each token in our
vocabulary, S € RY:

S =f({y}:60)

f(-;60)is your model

e Then, we compute a probability distribution P over w € V using these scores:

exp(s,,)
ZW/EV eXp(Sw’)

e QOur decoding algorithm defines a function to select a token from this distribution:

Y, = 8Py {y )

2( - ) is your decoding algorithm

P(yt = w| {y<t}) —

Note: we decode token by token from LLMs after they are trained (during inference)



How to find the most likely text to generate?

e Obvious method: Greedy Decoding
* Selects the highest probability token according to P(y,|y.,)

y,=argmax _. P(y,=w]|y,)

e Beam Search

* Also aims to find the string with the highest probability, but with a wider exploration of
candidates.



Greedy Decoding vs. Beam Search

e Greedy Decoding

* Choose the "currently best" token at each time step

yd
. 0.05
Step O (Initial): ang
runs
The 0.05-
0.4 has
0.9._
/7
woman 0.4
05 house [54|
guy
0.3
N e

0.3

is :
0.1 drives
0.5—
turns

0.2
N




Greedy Decoding vs. Beam Search

e Greedy Decoding

* Choose the "currently best" token at each time step

yd
0.05
Step 1: ang
The great (Score: 0.5) uns o—
0.4 has
dog 0.9
e
woman 0.4
Th t
= e 15 5l house g 51
guy
0.3
car N e
| 0.3
IS
0.1 drives

turns

0.2
N



Greedy Decoding vs. Beam Search

e Greedy Decoding

* Choose the "currently best" token at each time step

s
0.05
Step 2: ang
The great woman (score: 0.5 + 0.4) runs r——m
0.4 has
dog 0.9
P
woman, /-4
Th t
e grea 05 house 0.3k
guy
0.3
car ~ e
_ 0.3
Is
0.1 drives

turns

0.2
N



Greedy Decoding vs. Beam Search

e Beam Search (in this example, beam_width = 2)

* At each step, retain 2 hypotheses with the highest probability

e
. 0.05
Step O (Initial): ang
Th runs
© 0.05-
0.4 has
dog .- 0.9/
4&"" /
woman, -4
The reat
) g 05 house 0.3k
guy
0.3
car ~ P
_ 0.3
IS
0.1 drives
turns
0.2

N



Greedy Decoding vs. Beam Search

e Beam Search (in this example, beam_width = 2)

* At each step, retain 2 hypotheses with the highest probability

yd
0.05
Step 1 hypotheses: ang
The great (score: 0.5) runs o=
The dog (score: 0.4) Jo.4” has
dog - 0.9
é" 4
x*' woman 24
Th el
g great | sl house [y
guy
0.3
car N e
| 0.3
IS
0.1 drives

turns

0.2
N



Greedy Decoding vs. Beam Search

e Beam Search (in this example, beam_width = 2)

* At each step, retain 2 hypotheses with the highest probability

yd
0.05
Step 2 hypotheses: ang
The dog has (score: 0.4 + 0.9) runs r——m
The great woman (score: 0.5 + 0.4) 0.4 as
dog 0.9
woman, 0.4
Th Rt
° UL (0.5} <POUSe [y 51
guy
0.3
car ~ e
YK
IS
0.1 drives

turns

0.2
N



How to find the most likely text to generate?

e Beam Search

* Aform of best-first-search for the most likely string, but with a wider exploration of
candidates.

* Compared to greedy decoding, beam search gives a better approximation of
brute-force search over all sequences

* Asmall overhead in computation due to beam width
Time complexity: O(beam width * vocab size * generation length)

* Naive brute-force search: O(vocab size  generation length), hence intractable!

Note: Overall, greedy / beam search is widely used for low-entropy tasks like MT and summarization.

~

—

But, are greedy sequences always the best solution? (&)



But, most likely sequences are repetitive...

& Modal Code Interprater

v run belloe word with code Interoreter

| don't know. | den't know. | don't know. | don't know. | don't know. | don't know.

@ Sure. lcan help you wath that. However, | nsed to clarify which orogramming language vou

want me 1o use For example, a simple "Heallo, Werlcd!” program can laok d ferent depanding
anthe language:

* InPythen twou d be “prant{"Hallo, World!") .
* In JaveSanpt itwould ba " console.log("Hello, World!")'

*InC, Itwouldbe “prantf£(*Hella, Noxld!*): . andsoon.

Could you specify which programming languaege you want ta usa?

¢

use code Interpreter

SUrS, In this envircrment, 1 Can run 2ythen cede, Here's how you can print "Helle, Vaorkd!® In

Fython:

-

Negative Loglikelihood

L et's axecute it.

Sure let's runthe Python code to print "Helln, World!".

-

Sure let's runthe Python code ta print "Helln, World!"™.

'." ,_._ Sure let's runthe Python code to print "Helin, World!".

—@-
@ ”. - »e t Surg, 1615 runthe Pythen code to prist 'Hello, World'
0:da:@kno@:.. 4:15:d®:TKNOE:.. 9:10:ddI@KNOS:.1415:00ITKNOE:. 1920:dI23KN@AS: 2425 AT KN@E:. Sure, Iet's run the Python code to peint “Hello, World™.

TlmesteD Sura, let's run the Pythen code to print "Hello, World!".

OO00 ==t== NV WWW HbhH OO0 OGO NNNN
N 250 00—+ N5 0 CONONE D00 LN SN 005 NSO QO NMS CICO NN 55 CH00 D 5310000

l o ai . lstm Sure let's runthe Python code to print "Hello, World!".

Sure. let's runthe Pythen code te print "Hello, World!"™.

Probability of "l don't know" increases with each

@ Apologics tor any confusion, LEt's run the Pythen code 1o print "Hello, Worlo! .

re p etiti O n / C re ati n g a p O S it i Ve fe e d b a C k | O O p . Apclogies 1o any Canfus ion. Let's run the Pythen code 1o print "Hello, Werlo!

Apologics ior any confusion. Let's run the Python code toprnt "Hello, 'Worlo! .

https://chat.openai.com/share/4d8eb91f-fe1c-430e-bdd3-cafd434ec3d4

(Holtzman et al. ICLR 2020)



https://chat.openai.com/share/4d8eb91f-fe1c-430e-bdd3-cafd434ec3d4

Also, are greedy methods reasonable for open-ended

generation!

1 v
- 0.8
S 04 v ’
B 0.2

0

0 20 40 60 30 100
Timestep Beam Search

e H U man

Greedy methods fail to capture the variance of human text distribution.

(Holtzman et al. ICLR 2020)



