COMP 3361 Natural Language Processing

Lecture |5: LLM prompting, in-context learning,
scaling laws

Spring 2025



Announcements

® Final exam is scheduled at 2:30 pm - 4:30 pm on May 20 @Rm 167
Main Bldg.

® #Hassignment-2 due next week!

® Join #assignment-2 Slack channel for discussion



Latest Al news

#™° Google 2 @Google - Mar 26 (4 ooe
Introducing Gemini 2.5, our most intelligent Al model.

Our first release, an experimental version of 2.5 Pro, unlocks state-of-the-
art performance in math and science.

Learn more {_

& Gemini 2.5

Q 214 11 559 Q 3.4K i\l 282K &
e ——————————

@ OpenAl o+ @OpenAl - Mar 26 (7 oo
40 image generation has arrived.

It's beginning to roll out today in ChatGPT and Sora to all Plus, Pro, Team,
and Free users.

ho s

»)~ BOARDING PASS

INTRODUCING

40 IMAGE GENERATION
NOW IN CHATGPT AND SORA

As you can tell by now it's very good at text, 5
LOok at all this accurate text! | (i

Q 743 11 27K & 20K il 4.2m W&

GPT40 image generation



Pretraining: training objectives!?

® During pretraining, we have a large text corpus (no task labels)

o Key question: what labels or objectives used to train the vanilla
Transformers?

Training
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Pretraining Transformers



Pretraining objectives

TS5 @ OpenAl

d o= GPT - 4
BERT (Encoder-only) TS5 (Encoder-decoder) Decoder-only
Devlin et al., 2018 Raffel et al., 2019
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Evolution tree of pretrained LMs

{ Open-sourced

{ Close-sourced

~200 billion

Model size

(# of parameters)

~1000 times larger ',

2
N

~300 million

.

Ce30%n BO OB

https://github.com/Mooler0410/LLMsPractical Guide
https://mistral.ai/news/mistral-large/



https://github.com/Mooler0410/LLMsPracticalGuide
https://mistral.ai/news/mistral-large/

From GPT | to GPT1-2 to GP1-3

e All decoder-only Transformer-based language models

e Model size T, training corpora 1

Context size = 1024

GPT-2 Better langtiage models and their g
implications - \ @
February 14, 2019 Read paper 7 @ %ﬁ ; Lj} @ HJEE“IIL-I/I \LERCE/ a(ggg
View code B . o ) § A |

117 M Parametars 345M Paramaters FEZM Parameters 1.542M Parametars

.. trained on 40Gb of Internet text ..

(Radford et al., 2019): Language Models are Unsupervised Multitask Learners



Training Petaflop/s-days

GPT-3: language models are few-shot learners

e GPT-2 — GPT-3: 1.5B — 175B (# of parameters), ~14B — 300B (# of tokens)
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(Brown et al., 2020): Language Models are Few-Shot Learners

Training computation is measured using
floating-point operations or "FLOP".

One FLOP represents a single arithmetic
operation involving floating-point
numbers, such as addition, subtraction,
multiplication, or division.



Before GPT3: Modern learning paradigm

® Pre-training + supervised training/fine-tuning

® Firsttrain Transtformer using a lot of general text using unsupervised
learning. This is called pretraining.

® Then train the pretrained Transformer for a specific task using supervised
learning. This is called finetuning.

¢ ¢

Pre-training , Fine-tuning
Large amount of text NP ‘ﬂ Lanzr:e-l;?l\r;licciiels _ﬂ Dowﬂgt(jrzlasrrlzlc')l;sks
Wikipedia, books, web pages e.q., BERT, T5
R M:;fff» ~~~~~ ?
(i )} C
s - Task
annotated

datasets




Paradigm shift since GPT-3

e Before GPT-3, Pre-training + supervised training/fine-

tuning is the default way of doing learning in models like
BERT/T5/GPT-2

e SST-2 has 67k examples, SQUAD has 88k (passage,
answer, question) triples

 Fine-tuning requires computing the gradient
and applying a parameter update on every
example (or every K examples in a mini-batch)

e However, this is very expensive for the
175B GPT-3 model

Fine-tuning

The model is trained via repeated gradient updates using a

large corpus of example tasks.

sea otter => loutre de mer

peppermint => menthe poivree

plush giraffe => girafe peluche

cheese =>

example #1

example #2

example #N

prompt



Latest learning paradigm shift since GPT-3

® Pre-training + prompting/in-context learning (no training this
step)

® Firsttrain a large (>7~175B) Transformer using a lot of general text using
unsupervised learning. This is called large language model pretraining.

® Then directly use the pretrained large Transformer (no further finetuning/
training) for any different task given only a natural language description of
the task or a tfew task (x, y) examples. This is called prompting/in-context
learning. A

Pre-tkainin _ In-context learning
9 Pre-trained Large

Huge amount of text corpus emmmm—m———>  |anguage Models e——  Predictions

Common crawl web pages
Wikipedia, books, github code e.g.. ChatGPT, GPT4 T




GPT-3: few-shot in-context learning

e GPT-3 proposes an alternative: in-context learning

Few-shot
In addition to the task description, the model sees a few » This is just a forward pass,
examples of the task. No gradient updates are performed. no gradient update at all!
Translate English to French: task description * You only need to teed a small
number of examples (e.qg., 32)

sea otter => loutre de mer examples
(On the other hand, you can’t

eppermint => menthe poivree
Lt : feed many examples at once
too as it is bounded by
context size)

plush girafe => girafe peluche

cheese => prompt



Accuracy (%)

GPT-3’s scaling laws in performance

Zero-shot One-shot Few;shot

175B Params

Natural Language
Prompt Q%

60

—= 1 3B Params

Number of Examples in Context (K)

(Brown et al., 2020): Language Models are Few-Shot Learners

13



Chain-of-thought (CoT) prompting

Standard Prompting

K( Input j \

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answeris 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

/

Model Output ;}

A: The answer is 27. x

Chain of Thought Prompting

/( Input ) \

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls
each i1s 6 tennis balls. 5 + 6 = 11. The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples

do they have?

/)
™\

/( Model Output

A: The cafeteria had 23 apples originally. They used
20 to make lunch. So they had 23 - 20 = 3. They
bought 6 more apples, so they have 3 + 6 = 9. The

\answer is 9. & )

(Wei et al., 2022): Chain-of-Thought Prompting Elicits Reasoning in Large Language Models

14



Why in-context learning with LLMs!

* Amazing zero/few-shot performance
OSave a lot of annotation! £+

eEasy to use without training
OJust talk to them! .=

*One model for many NLP applications &
ONo need to annotate and fine-tune for different tasks

But, again, they are sensitive to prompts! Need to design a good prompt or train a good
example retriever! &



What happened after GPT-37

(Is model size T, training corpora T the only way to go?)



GPT-3 Series

A\

|

GPT-3.5 Series

https://yaofu.notion.site/How-does-GPT-Obtain-its-Ability-Tracing-Emergent-

How was ChatGPT developed?

Training on code

—

Codex Initial

l Large-scale language model pretraining

GPT-3 Initial

_l Instruction tuning

nstructGPT Initial

‘ LM + code training then instruction tuning

l Supervised instruction tuning

RLHF
v

¢ RLHF

Abilities-of-Language-Models-to-their-Sources-
b9a57ac0fcf/4t30a1ab9e3e36faldc

What’s new?

Training on code

Supervised instruction tuning
RLHF = Reinforcement learning
from human feedback



How was ChatGPT developed?

_ Lots of annotated Human judgements Chat-oriented data
Lots of web text Lots of GitHub code data of response quality

EE bb a as L) 2

:/ Q l‘ .J

°/°1 P W W

davinci-
davinci code- text- text-
davinci-002 davinci-002  davinci-003 o > turbo
avinci avinci avinci (ChatGPT)

(Slide credit: Graham Neubig)



InstructGPT: Supervised instruction tuning + RLHF

Step 1

Collect demonstration data
and train a supervised policy.

A prompt is
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

Thisdata is used to
fine-tune GPT-3.5
with supervised
learning.

r "N

x_/
Explain reinforcement
learning to a 6 year old.

.

4

We give treats and
punishments to teach...

(Ouyang et al., 2022): Training language models to follow instructions with human feedback



Supervised instruction tuning

Use-case Prompt

Brainstorming List five 1deas for how to regain enthusiasm for my
career

Generation Write a short story where a bear goes to the beach,
makes friends with a seal, and then returns home.

Rewrite This 1s the summary of a Broadway play:

mnn

{summary}

mnn

This 1s the outline of the commercial for that play:

Use-case (%)
Generation 45.6%
Open QA 12.4%
Brainstorming 11.2%
Chat 8.4%
Rewrite 6.6%
Summarization 4.2%
Classification 3.5%
Other 3.9%0
Closed QA 2.6%
Extract 1.9%

Number of Prompts

SFT data: only ~13k (not public)

SFT Data
split  source s1ze
train labeler 11,295
train  customer 1,430
valid labeler 1,550
valid customer 103

20



InstructGPT: Supervised instruction tuning + RLHF

A prompt and 1’7
several model S ~
plain reinforcement
Step 2 outputs are learning to a 6 year ald.
sampled.
Collect comparison data and 2. .9,
train a reward model.
e o,
A labeler ranks the
outputs from best
to worst. 0-60-0-0
RM
This data is used ./')?.?'\\.
to train our W
reward model.
0°0-0-0

(Ouyang et al., 2022): Training language models to follow instructions with human feedback



InstructGPT: Supervised instruction tuning + RLHF

A new prompt is <o
led f rite a story
Step 3 ts:;n dpafasel’s " :éout otters.
Optimize a policy against the ;
reward model using the PPO The PPO modelis o
. . . initialized from the LN
reinforcement learning algorithm. supervised policy. Dt

The policy generates
an output.

The reward maodel

aJ o
calculates a reward N,
for the output. N

The reward is used
to update the r
policy using PPO.

(Ouyang et al., 2022): Training language models to follow instructions with human feedback



ChatGPT = InstructGPT + dialogue data

Introducing
ChatGPT

We've trained a model called ChatGPT which
Interacts in a conversational way. The dialogue
format makes it possible for ChatGPT to answer
followup questions, admit its mistakes, challenge

Incorrect premises, and reject inappropriate
requests.

Human feedback data is the key!

“We trained this model using Reinforcement
Learning from Human Feedback (RLHF), using
the same methods as InstructGPT, but with
slight differences in the data collection setup. We
trained an initial model using supervised fine-
tuning: human Al trainers provided conversations
iIn which they played both sides—the user and an
Al assistant. We gave the trainers access to
model-written suggestions to help them compose
their responses. We mixed this new dialogue
dataset with the InstructGPT dataset, which we
transformed into a dialogue format.”

https://openai.com/blog/chatgpt


https://openai.com/blog/instruction-following/

GPT-4

e GPT-4: a multi-modal model capable of processing image and text inputs and producing
text outputs.

e Model size and training details unknown Prompt: Draw a unicorn in TiKZ

e Can process up to 32k context size

GPT-4: [Produces IMTEX compiling to

following picture.|

24



GPT-4

GIPT-4 visual input example, Moar Layers:

User

GPT-4

Can you explain why this is funny. Think about it step-by-step.

L STATISTICAL LEARNING \

People  our learner
cvargeneralizes because the
C-Dimension of our Kernel
s too high, Get some
experts and minimze the
structural risk in 3 new one,
Rework our loss function,
ke the next kernel stable

NEURAL
NETWORKS

MORE
LAYERS

But unironically

The comic is satirizing the difference in approaches to improving modcel
performance between statistical learning and ncural networks,

In statistical lcarning, thc character is shown to be concerned with overfit-
ting and suggests a scrics of complex and technical solutions, such as minimizing
structural risk, reworking the loss function, and using a soft margin,

In contrast, thce ncural nctworks character simply suggests adding morc
layers to the model. This is often scen as a common solution to improving

GPT-4 visual input example, Extreme Ironing:

User

GPT-4

What 1s unusual about this image?

Source: https://www.barnorama.com/wp-content /uploads/2016/12/03-Confusing-Pictures. jpe

The unusual thing about this image 1s that a man is ironing clothes on an ironing
board attached to the roof of a moving taxi.

25



