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Latest AI news



Distributional hypothesis
Distributional hypothesis: words that occur in similar contexts tend to have similar 
meaning
                                             J.R.Firth 1957

“You shall know a word by the company it keeps”
One of the most successful ideas of modern statistical NLP!

These context words will represent “banking”.

When a word w appears in a text, its context is the set of words that appear nearby (within a 
fixed-size window).



Word embeddings: word2vec



● Word embeddings are learned representations from text for representing words

Word embeddings: the learning problem



● (Mikolov et al 2013a): Efficient Estimation of Word Representations in Vector Space

● (Mikolov et al 2013b): Distributed Representations of Words and Phrases and their Compositionality

word2vec

Skip-gramContinuous Bag of Words (CBOW)

Thomas Mikolov



● Assume that we have a large corpus w1, w2, …, wT ∈ V

● Key idea: Use each word to predict other words in its context 

● Context: a fixed window of size 2m (m = 2 in the example)

Skip-gram



Skip-gram

Convert the training data into: 
(into, problems)
(into, turning) 
(into, banking) 
(into, crises) 
(banking, turning) 
(banking, into) 
(banking, crises) 
(banking, as)
…



Skip-gram: objective function



How to define               ?



● In this formulation, we don’t care about the classification task itself like we do for the 

logistic regression model we saw previously.

● The key point is that the parameters used to optimize this training objective— when 

the training corpus is large enough—can give us very good representations of words 

(following the principle of distributional hypothesis)!

Skip-gram: objective function



How many parameters in this model?



How many parameters in this model?



word2vec formulation



word2vec formulation



How to train this model?



Let’s compute gradients for word2vec



Let’s compute gradients for word2vec



Let’s compute gradients for word2vec



Overall algorithm



Skip-gram with negative sampling (SGNS)



Skip-gram with negative sampling (SGNS)



Understanding SGNS



Understanding SGNS



Evaluating word embeddings



Extrinsic evaluation

• Let’s plug these word embeddings into a real NLP system 
and see whether this improves performance

• Could take a long time but still the most important 
evaluation metric

Intrinsic evaluation

• Evaluate on a specific/intermediate subtask

• Fast to compute 

• Not clear if it really helps downstream tasks

Extrinsic vs intrinsic evaluation

I don’t like this movie

ML model

��



A straightforward solution: given an input sentence 

Instead of using a bag-of-words model, we can compute 

And then train a logistic regression classifier on as we did before!

There are much better ways to do this e.g., take word embeddings 
as input of neural networks

I don’t like this movie

ML model

��

Extrinsic evaluation



Word similarity
Example dataset: wordsim-353
353 pairs of words with human judgement
http://www.cs.technion.ac.il/~gabr/resources/data/wordsim353/

Cosine similarity:

Metric: Spearman rank correlation

Intrinsic evaluation: word similarity

http://www.cs.technion.ac.il/~gabr/resources/data/wordsim353/


SG: Skip-gram

Intrinsic evaluation: word similarity



 

semantic

Chicago:Illinois ~ Philadelphia: ? bad:worst ~ cool: ?

syntactic

More examples at http://download.tensorflow.org/data/questions-words.txt

Metric: accuracy

Word analogy test: 

Intrinsic evaluation: word analogy

http://www.cs.technion.ac.il/~gabr/resources/data/wordsim353/


 

Intrinsic evaluation: word analogy

http://www.cs.technion.ac.il/~gabr/resources/data/wordsim353/

