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Announcements

e Student background survey: https:/forms.gle/e WyMZFfiU2VviYM98
® latest Al News!?



https://forms.gle/eWyMZFfiU2VviYM98

Lecture plan

Introduction to language models
N-gram language models
Language model evaluation

Smoothing methods



ChatGPT is a powerful language model!

Documentation

@ overview

Examples

Examples

Explore what's possible with some example applications

Q search.

Q8A

n Answer questions based on existing knowle.
Summarize for a 2nd grader
Translates difficult text into simpler concep.

Text to command

Translate text into programmatic commands.

Natural language to Stripe API
Create code to call the Stripe APT using nat.

Parse unstructured data
Create tables from long form text

Explain a piece of Python code In human un,

Python to natural language

Calculate Time Complexity
Find the time complexity of a function

Advanced tweet classifier
Advanced sentiment detection for a plece o.

» Keywords
Extract keywords from a block of text.

All categorles

Grammar correction
Corrects sentences Into standard English

Natural language to OpenAI APT
Create code to call to the OpenAT APT usin,

English to other languages

Translates English text into French, Spanish.

SQL translate
Translate natural language to SQL queries

Classification
Classify items Into categories via example.

Movie to Emoji
Convert movie titles into emoji.

Translate programming languages
Translate from one programming language

Explain code
Explain a complicated piece of code.

Factual answering
Guide the model towards factual answering

TL;DR summarization
Summarize text by adding a tidr:' to th

Spreadsheet creator

Python bug fixer

Find and fix bugs in source code.

JavaSeript helper chatbot

ML/AT language model tutor
Bot that answers questions about language,

Tweet classifier
Basic sentiment detection for a plece of text

SQL request
Greate simple SQL querles.

JavaScript to Python
Convert simple Javascript expressions Into

Mood to color
Turn a text description into a color.

Analogy maker
Create analogles. Modified from a communi.

Micro horror story creator

Creates two to three sentence short horror

Notes to summary
Turn meeting notes into a summary.

ESRB rating
Categorize text

yle bot that answers JavaScript

Science fiction book list maker
Create a list of items for a given topic.

Airport code extractor
Extract alrport codes from text

Extract contact inform:

Extract contact information from a block of

Friend chat
Emulate a text message conversation.

Write a Python docstring
An example of how to create a docstring for

JavaScript one line function
Turn a JavaScript function into a one lner.

Third-person converter
Converts first-person POV to the third-pers.

VR fitness idea generator
Create Ideas forfitness and virtual reality .

Essay outline

(o < W=

line for a research topic.




Let’s play a game!

This year, | am going to do an internship in

Queen Mary Hospital, HSBC, Google, Amazon

Majoring in computer science, this year, | am going to do an internship in

GO gle Queen Mary Hospital, HSBC, Google, Amazon

O, how is the weather in X

0]

how is the weather in chicago

25°F - Chicago, IL

Q. how is the weather in boston

Q. how is the weather in spanish

O, how is the weather in new york

2. how is the weather in florida

Q. how is the weather in memphis tn

Q. how is the weather in atlanta georgia
L. how is the weather in california

Q. how is the weather in texas



ChatGPT auto-completes your prompt

QsA
(2]

Answers Generation Conversation

Answer questions based on existing knowledge.

Prompt

I am a highly intelligent question answering bot. If you ask me a
question that is rooted in truth, I will give you the answer. If you ask me
a question that is nonsense, trickery, or has no clear answer, I will
respond with "Unknown".
Sample response
Q: What is human life expectancy in the United States?
A: Human life expectancy in the United States is 78 years. The Valley of Kings Is located in Luxor, Egypt.
Q: Who was president of the United States in 19557
A: Dwight D. Eisenhower was president of the United States in 1955.

Q: Which party did he belong to?
A: He belonged to the Republican Party.

Q: What is the square root of banana?
A: Unknown

Q: How does a telescope work?
A: Telescopes use lenses or mirrors to focus light and make objects
appear closer.

Q: Where were the 1992 Olympics held?
A:The 1992 Olympics were held in Barcelona, Spain.

Q: How many squigs are in a bonk?
A: Unknown

Q: Where Is the Valley of Kings?
A:



ChatGPT auto-completes your prompt

Code Generation

TL;DR summarization m Python bug fixer

Transformation Generation

There's a number of ways of structuring the prompt for checking for

Summarize text by adding a 'tl;dr:' to the end of a text passage. It bugs. Here we add a comment suggesting that source code is
shows that the API understands how to perform a number of tasks buggy, and then ask codex to generate a fixed code.
with no instructions.
Prompt
Prom pt ##### Fix bugs In the below function
A neutron star is the collapsed core of a massive supergiant star, which #HBuaggy Bython

Import Random
a =random.randint(1,12)
b = random.randint(1,12)

had a total mass of between 10 and 25 solar masses, possibly more if
the star was especially metal-rich.[1] Neutron stars are the smallest and

densest stellar objects, excluding black holes and hypothetical white for i in range(10):
holes, quark stars, and strange stars.[2] Neutron stars have a radius on question = "What s "+a+" x "+b+"? "
the order of 10 kilometres (6.2 mi) and a mass of about 1.4 solar masses. answer = Input(question)
[3] They result from the supernova explosion of a massive star, If answer = a’b
combined with gravitational collapse, that compresses the core past Iprlnt (Well done!)
else:
white dwarf star density to that of atomic nuclei. SR
print("No.")
Tidr ### Fixed Python
Sample response Sample response

import random

A neutron star is the collapsed core of a massive supergiant star. These a = random.randint(112)

ultra-dense objects are incredibly fascinating due to their strange b = random.randint(1,12)
properties and their potential for phenomena such as extreme for i in range(10):
gravitational forces and a strong magnetic field. question = "What s "+str(a)+" x "+str(b)+"? "

answer = input(question)
if answer == str(a*b):

print ("Well done!")
else:
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Making the dice

Belief
Evidence
Reason
Claim
Think
Justify
Also

N o O AW N —

99 Therefore
bag of words 100 Google

Vocabulary



Generative language model




am

Generative language model



am

Generative language model

going

—_— going



am

Generative language model

going to do an internship

in

Google



Neuralize the dice!




Neural Networks (e.g. Transformers)

Qutput
Probabilities

Add & Norm

Add & Norm
£od & Mo Multi-Head
Feed Attention
Forward Nx
I Nx | Add & Norm
Add & Norm Masked
Multi-Head Multi-Head
Attention Attention
t t
\_ J . ‘_J)
Positional ) d Positional
Encoding Encoding
Input Output
Embedding Embedding
Inputs Qutputs

(shifted right)



Neural network language models

am going to do an internship in Google

—pp  Google




Language models, and how to build it

Transformers, neural networks and many others

Dice, and how do we roll them )
(powerful functions)

(probabilistic model)

Output
Probabilties

Learn
o
p(x) = Hp(xi\wq) .
Parameterize = posrs

(shifted right)



First problem — the language modeling problem

Given a finite vocabulary
V = {belief, evidence, reason, claim, . . . Google, therefore }

We have a set of sentences
<s> | am going to an internship in Google </s>
<s> an internship in Google </s>
<s> | am going going </s>
<s> Google is am </s>
<s> internship is going </s>

Can we learn a “model” for this “generative process”? We need to “learn” a probability
distribution:

p(21, 22, .. Tn)



The language modeling problem

Given a training sample of example sentences, we need to “learn” a probabilistic model that
assigns probabilities to every possible string:

p(<s> | am going to an internship in Google </s>) = 102
p(<s> an internship in Google </s>) = 108

p(<s> | am going going </s>) = 107"



What is a language model?

e A probabilistic model of a sequence of words 1, Z2,...Zy,

A language model consists of

e Afinite set V = {the, dog, laughs, saw, barks, cat, ...}



What is a language model?

e A probabilistic model of a sequence of words 1, Z2,...Zy,

A language model consists of

e Afinite set V = {the, dog, laughs, saw, barks, cat, ...}

A sentence in the language is a sequence of words

L1yL2y...Tn
For example

the dog barks STOP
the cat saw the dog STOP

Define Vo be the set of all sentences with the vocabulary V



What is a language model?

e A probabilistic model of a sequence of words 1, Z2,...Zy,

A language model consists of
e Afinite set V = {the, dog, laughs, saw, barks, cat, ...}

e A probability distribution over sequences of words P(71, T2, - - - Tn) such that:

1. For any (z1...z,) € VI, p(z1,22,...2,) > 0

2. In addition, Z p(x1,T2,...Ty) =1
(xl...mn)EVT



Assign a probability to a sentence

Application of language models:

P(“l am going to school”) > P(“l are going to school”)

| had some coffee this morning.

P34 RIS T —LEMIBE) > PO B RIE T — L)

P(“Can we put an elephant into the refrigerator? No, we
can’t.’) > P(“Can we put an elephant into the refrigerator?
Yes, we can.”)

Grammar Checking

Machine translation

Question Answering




N-gram language models

Transformers, neural networks and many others
(powerful functions)

Dice, and how do we roll them
(probabilistic model)

i "
Output
Probabilities
*
Learn
p(@) = [[ pladae) e
. < Nx
1
Amp—p: A= =)
)
Parameterize Posens i
Input Output
] [
Inputs Outpuls

(shifted right)



A (very bad) language model

Number of times the sentence I1 ... Xy is seen in the training corpus

Why this is very bad?



Markov models

Consider a sequence of random variables X, X5, ..., X, , each take any value in )

The joint probability of a sentence is

P(Xl :.CCl,XQ :xg,...,anxn)

= P(X1 = 561) HP(XZ = CleXl =T1,... ,X,,;_l = 517,,;_1)

v .
v Chain rule



Markov models

Consider a sequence of random variables X, X5, ..., X, , each take any value in )
The joint probability of a sentence is

P(Xl :.Z'l,XQ :$2,...,Xn :a;n)

= P(X1 = .Cl?l) HP(XZ = $1|X1 =T1,... 7X'i—1 = xi_l)

1=2 Chain rule
= P(Xl = xl) HP(XZ = xz'|X'i—1 — ZEi_l)
i=2

First-order Markov Assumption

e Use only the recent past to predict the next word
Reduces the number of estimated parameters in exchange for modeling capacity



Trigram language models

A trigram language model consists of a finite set V,and a parameter gq(w | u,v)

For each trigram u, v, w,such that w € VU{STOP}, u,v € VU {*}.

q(w [ u,v) can be interpreted as the probability of seeing the word w immediately

after the bigram (u,v).

For any sentence 1 ...x,,where z; €V fori =1...(n—1),and z, = STOP

n
P(x1...Tp) = HQ(CIJz | Zi—2,Ti—1)
i=1

where we define zop =z_; = *



Trigram language models

For example, for the sentence:

the dog barks STOP

p(the dog barks STOP) = g(the | *,*) x ¢(dog | *, the) x g(barks | the, dog) xq(STOP | dog, barks)

Problem solved? How can we find q(w | u,v)

Parameters (of the model)

How many parameters!?
q(w | u,v)
How to “estimate” them from training data?



Trigram language models

Parameters (of the model)
q(w | u,v)

How many parameters!? How to “estimate” them from training data?

c(u, v, w)

Q(w | uav) —

|V|3 c(u,v)

c(the, dog, barks)
c(the, dog)

q(barks | the, dog) =



Generating from a trigram language model

am going

q(rrgoing» | rrI am»)

—_— going

Trigram language model



Trigram language models

How to “estimate” them from training data?

Q_ pastahamburger X ®
c(u, v, w)

q(w | u’ v) - 1950 - 2000 English (2019) Case-Insensitive Smoothin
c(u,v) ? ‘

0.000350%

(the, dog, barks)

C

barks | the,dog) = ——F———————— s

q( | ,dog) c(the, dog) 0.000300%
0.000250%

N ' 0.000200%

-gram counts!
0.000150%
0.000100% hamburger
0.000050%
0.000000% .
1950 1955 1960 1965 1970 1975 1980 1985 1990 1995 2000

(click on line/label for focus)

Pasta v.s. Hamburger (Google Books Ngram Viewer)



Sparse data problems

Maximum likelihood estimate:

c(u, v, w)

Q(w | u,'v) — c(u,v)

c(the, dog, barks)

barks | the, dog) =
q(barks | the, dog) c(the, dog)

|V ‘ 3 Say vocabulary size is 20000.We have 8 *10'? parameters!!



Evaluating language models

trammg set

(Fancy) Trigram
Model

test set
(real product)

development (dev) set
(held-out data)



Evaluating language models

® Directly optimized for downstream applications
O higher task accuracy —» better model
® Expensive, time consuming

e Hard to optimize downstream objective (indirect feedback)



Evaluating language models: perplexity

z(®  the cat laughs STOP
("t the dog laughs at the cat STOP

development (dev) set

We can compute the probability it assigns to the entire
(held-out data)

set of test sentences

m

[[p=")

1=1

The higher this quantity is, the better the language model is at
modeling unseen sentences.



Evaluating language models: perplexity

The higher this quantity is, the better the language model is at
modeling unseen sentences.

m

[[p(=?)

1=1

Perplexity on the test corpus is derived as a direction transformation of this.

ppl =27

1 m '
_ E : (4)

M is the total length of the sentences in the test corpus.

What if the model estimate ¢(w | ©,v) = 0 and the trigram appears in the dataset?



Wait, why we love this number in the first place!?

Let the model predicts  g(w | u,v) =1/N

1 m ‘
_ E (¢)

ppl=2"'=N
A uniform probability model — The perplexity is equal to the vocabulary size!

Perplexity can be thought of as the effective vocabulary size under the model!
For example, the perplexity of the model is 120 (even though the vocabulary
size is say 10,000), then this is roughly equivalent to having an effective vocabulary of 120.

Measure of model’s uncertainty about next word (aka ‘average branching factor’)
branching factor = # of possible words following any word



Generalization of n-gram language models

e Not all n-grams in the test set will be observed in training data

® Test corpus might have some that have zero probability under our model



Smoothing for language models

If the model estimate g(w | u,v) = 0 and the trigram appears in the test data,

ppl goes up to infinity.

When we have sparse statistics:
P(w | denied the)
3 allegations
2 reports
| claims
| request

7 total

Steal probability mass to generalize better:

P(w | denied the)
2.5 allegations
1.5 reports
0.5 claims
0.5 request
2 other

7 total

()]
¢ £
[3) (@]
g« 5 £
b ] S ]
© & ©
wv
: 2
= " «
>l £ S c 8
(Y] o L] © -
= Q. E § ﬁ E = ']
o o ‘© o © o
o 20 | 11 11 ]

Example from Dan Klein



Add-one (Laplace) smoothing

Considering a bigram model here, pretend we saw each word one more time than we
did.

MLE estimate:
C(wi—l, wz)

c(w,,;_l)

gMLE (Wi |w;—1) =
Add-one smoothing:

c(wi_l,wi) + 1
C(’LUZ'_1) + |V|

Laplace (wz |wi— 1 ) —



Linear interpolation (stupid backoff)

Trigram Model, Bigram Model, Unigram Model

C(wz’—27 Wi—1, wi)

Trigram maximum-likelihood estimate: q(w; | wi—g, wi—1) = lor 1)
i—2, Wi—1
c(wi—1,w;
Bigram maximume-likelihood estimate: q(w; | wi—1) = (wi1, wi)
c(w;—1)
i ' el : c(w;)
Unigram maximume-likelihood estimate: q(w;) = W

Which one suffers from the data sparsity problem the most!?
Which one is more accurate!?



Linear interpolation (stupid backoff)

q(w; | wi—o,wi—1) = A1 X qumr(w; | wi—2, w;i—1)
+A2 X qumr(w; | wi—1)
+A3 X qumr (w;)

where \{ + Ao + A3 =1, and \; > 0 for all 3.

How to choose the value of A, A9, A3

Use the held-out corpus Hyperparameters

Held-Out Test |
Data DEF]

maximize the probability of held-out data.




Markov models in retrospect

Consider a sequence of random variables X, X5, ..., X, , each take any value in )
The joint probability of a sentence is

P(Xl :.CUl,XQ :$2,...,Xn :a:n)

= P(X1 = .Cl?l) HP(XZ = .CCZ|X1 =T1,... 7X'L'—1 = .CI}i_l)
1=2

= P =) [T PG = Xy = 200)

i=2

First-order Markov Assumption
N-gram language models




Limitations of n-gram language models

They are not sufficient to handle long-range dependencies

“Alice/Bob could not go to work that day because she/he had a doctor’s appointment”
P(Xl = $1,X2 =To,... ,Xn = a;n)

= P(X1 = .Cl?l) HP(XZ = .CUZ|X1 =T1,... 7X'i—1 = .CE,L'_l)
1=2

REN = P(x = o) [[[P(X: = il Xis = 2000)

i=2

First-order Markov Assumption
N-gram language models



Markov models in retrospect

Consider a sequence of random variables X, X5, ..., X, , each take any value in )

The joint probability of a sentence is

P(Xl :.Z'l,XQ :$2,...,Xn :a;n)

.
= P(X; = z1) H{" (Xi =z X1 =21,..., Xi-1 = xi—l)z
1=2 ' 7

s it possible to directly model this probability?



Neural network language models

Consider a sequence of random variables X, X5, ..., X, , each take any value in )

The joint probability of a sentence is

P(Xl :.Z'l,XQ :$2,...,Xn :a;n)

———

¥ :

Transformers, neural networks and many others
e.g., ChatGPT



Neural network language models

Consider a sequence of random variables X, X5, ..., X, , each take any value in )

The joint probability of a sentence is

P(Xl :.Z'l,XQ :$2,...,Xn :a;n)

n

P(wy,ws, ..., wp) = HP(wz‘ | wi-1024, - - - , Wi—2, Wi—1)
i
’ Modern LMs can handle much longer contexts!

Train on 2 much Iarger COI"pUS! Transformers, neural networks and many others
e.g., ChatGPT



Perplexity: n-gram v.s. neural language models

Training corpus 38 million words, test corpus 1.5 million words, both WSJ

Perplexity — g¢2 170 109

(test)

125 —
100
= Zaremba et al. (2014) - LSTM (large)
x 75 s =
2 Recurrent.highway networks
o AWD-LSTM “-continuous cache pointer
= 50 GL-LWGG@+ AWD-MoS-LSTM + dynamic eval
= ~GPT-2
T ®-—_BERT-Large-CAS
25 “GPT-3_(Zero-Shot)
0
2015 2016 2017 2018 2019 2020 2021 2022 2023 2024

Other models - Models with lowest Test perplexity



